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Abstract

The basic aim of this work is to describe in detail the implementation of a state of
the art hemispherical spectrograph into the zero-degree Auger projectile spectroscopy
technique and to provide new absolute differential cross section measurements utilizing
very weak intensity beams and/or low cross section processes. A secondary task is the
investigation of the spectrograph focusing and dispersive properties independently of
the experimental technique, due to the non-conventional paracentric entry in combina-
tion with the PSD and the focusing/decelerating lens system in use. Binary encounter
electrons along with the (2p?)'D RTE state, both produced in collisions of 21.6 MeV
F8* with H, targets were utilized for the study of the spectrograph operational proper-
ties. The study was completed with simulations using the ion optics simulation package
SIMION and with the theoretical investigation of the ideal 1/r electrostatic potential
of a paracentric hemispherical deflector analyser. It is explicitly shown that the para-
centric entry improves the analyser focusing properties. An efficiency factor of about
300 - 1,000 compared to the KSU tandem parallel plate analyser slit spectrometer
has been established for low intensity beams. Using the ZAPS technique with the new
high-efficiency spectrograph the BEe peak enhancement factors for the collision system
B9+ 1 H,, at impact energies of 0.4-1.2 MeV /u were studied. Impulse Approxi-
mation Elastic Scattering Model calculations are shown to be in very good agreement
with the measurements. These results were used for the in situ calibration of the elec-
tron detection efficiency. In addition, utilizing the low intensity boron beams available
at the tandem Van de Graaff accelerator, first systematic measurements on the B?¢*
(q = 1,2,3) spectroscopy, obtained from collisions of 4-8 MeV BZ~%* ijons with H,
targets was accomplished. These results showed the formation of the (252p?)2D Li-like
B?* triply excited state in a single ion—atom collision. Furthermore, the metastable
(1525)3S component of the B3* beam was determined, a result of potential importance
for the determination of absolute cross sections in ion—atom collisions involving the B3+
ions. Finally, first measurements on the single differential cross sections (SDCSs) and
Resonance Excitation collision strengths (Qgg) of the B**(2p?)'D and B**(1s2p?)2D
Resonance Transfer and Excitation (RTE) states were obtained. Impulse Approxima-
tion calculations for RTE followed by Auger decay (RTEA) are seen to be in good
agreement with the measurements.






OY MHN OTA AMA KATA TOTY ATA AOI'OYT ©EQPHTOTY
XPONOTY ATTO TO PEPOMENON YQMA EIII TOTX
ITAEIOTY. TOIIOTY A®IKNEITAI - AATANOHTON I'AP — KAI
TOYTTO ¥TNASGIKNOYTMENON EN AIXOHTQ XPONS(Q2 OOEN
AHITOGEN TOY AIIEIPOYT OTK E= OY AN IIEPIAABOQOMEN
THN ®OPAN TOIIOY EXTAI A®I>TAMENON

Not that, if we consider the minute times perceptible by reason
alone, the moving body itself arrives at more than one place
simultaneously (for this too is inconceivable), although in time
perceptible to sense it does arrive simultaneously, however
different the point of departure from that conceived by us.

Letter to Herodotus
Epicurus

(around 300 B.C.)






1 Introduction

“It is indeed fascinating that ion-atom collisions in the 20-30 MeV energy region pro-
vide a detailed test of delicate quantum mechanics in the few hundred eV region”
Knut Taulbjerg [1]. The previous statement made by Knut Taulbjerg' in his Journal
of Physics Letter in 1990 on the interpretation of the “anomalous” enhanced binary
encounter electron peak yield at zero-degree observation [2], shows most clearly the
unexpected and sometimes astonishing physical processes underlying ion-atom colli-
sions. The “scattering experiment”, initiated in 1911 by Rutherford in his famous
experiment of bombarding thin gold films with a-particles [3], has long been known
to provide valuable information both on the structure and on the interaction potential
of the collision partners involved. The fundamental aspects of atomic collision theory
were already formulated by Mott and Massey in their monumental work first published
in 1933 [4]. However, interest remained focused solely on nuclear physics for the next
30 years.

It wasn’t until the early 1960’s when the tandem Van de Graaff ion accelerators,
popular in nuclear physics by that time, were implemented in atomic physics, primarily
due to the fact that projectile-ions can excite atomic states inaccessible by photon
and electron impact. Shortly, the use of light ions, available in most of the charge
states and in a wide band of collision energies, became a unique tool in atomic physics
studies. At the same time, the increasing interest in the investigation of the Auger and
autoionization effects made the use of electrostatic spectrometers wide spread. Today,
tandem Van de Graaff accelerators, Linear Accelerators, Electron Cyclotron Resonance
(ECR) ion sources, Electron Beam Ion sources (EBIS) and Storage Rings, can provide
atomic ions from hydrogen to uranium in all charge states and in energies varying from
a few eV /u to hundreds of MeV /u, depending on the atomic species, the charge state
and the source in use. A large variety of energy dispersive spectrometers like the parallel
plate spectrometer, the cylindrical plate spectrometer, the toroidal spectrometer, the
hemispherical analyser and spherical plate spectrometer are also extremely popular,
indicating the continuous interest in the physics of ion-atom collisions, as also the wide
development of different experimental techniques, as for example the most modern
COLd Target Recoil Ton Momentum Spectroscopy (COLTRIMS) experiments.

Aside from the possibility to improve theories of ion-atom interactions through
comparisons with experimental data, ion-atom collisions results play an essential role
in developing and providing important cross section data to other scientific branches of
physics, such as plasma physics, astrophysics, nuclear physics and solid state physics,
as well as in other sciences such as chemistry, biophysics and medicine. For example,
the properties and behavior of magnetically confined thermonuclear plasmas strongly
depend on energy-loss mechanisms. The accurate knowledge of the cross section of such
processes is of vital importance for an adequate kinetic modeling of plasma. Similar
arguments can be stated also for the domains of the controlled nuclear fusion and the

1Sadly, Knut Taulbjerg passed away after a short and courageous battle with cancer in March
2001.



modeling of astrophysical plasmas. Furthermore, interest in electron emission cross
sections is especially widespread in applied particle physics such as radiobiology since
about 2/3 of the energy loss of the ion is transferred into kinetic energy of § electrons. [5]

In this dissertation, the interest is focused on the Auger electrons emitted from
the projectiles during energetic collisions between highly charged ions and atoms. The
Auger electrons carry the signature of the processes that occurred during the collision
time, providing thus invaluable information about the structure of the charged particles
and the collision mechanisms. Most important, projectile Auger spectroscopy has
direct access to investigate free atomic ions. [6-10] Atoms are provided in a large
variety of charge states and a wide spread of kinetic energies from the ion sources and
accelerators, allowing thus, for the detailed study of most of the atomic species under
ionized conditions.

Foils were initially used as targets in Auger projectile spectroscopy. The beam-
foil technique [11] has the advantage of a localized target region with respect to the
beam direction thus favoring coincidence measurements. The major disadvantage of
this method, however, is that single collision conditions are not satisfied as the ions
may suffer multiple charge-changing collisions during their passage through the foil.
The Auger line-blending due to numerous Auger lines, combined with the different
projectile charge states emerging from the beam-foil collision, is also a major difficulty
in the analysis of the Auger spectra.

The problems of line-blending and multiple charge-changing collisions in the beam
foil technique are simplified when gas targets are used instead of solid state ones.
Gas density is many orders of magnitude smaller than the foil target and thus single
collision conditions can be readily satisfied and controlled. Furthermore, the use of
light atoms (Hy,He) as targets may simplify even more the Auger spectrum by reducing
substantially the amount of states produced in violent ion-atom collisions. It is well
known that light atoms act like a “needle”, selectively ionizing or exciting the inner
shell, without disturbing the outer shell. [8,10] Thus the study of Auger electrons from
various selected projectile charge states is possible.? Furthermore, light projectiles
have small fluorescence yields but much larger Auger electron yields, thus favoring
Auger spectroscopy for investigating low-Z projectile autoionizing states formed in the
collision.

Projectile ions are mostly moving at relatively high velocities. Consequently, the
Auger lines suffer considerable kinematic effects. [8] A very popular method to improve
the intrinsic analyser resolution, is to perform electron deceleration prior to their analy-
sis in the spectrometer. However, the tremendous decrease of the electron transmission,
present in all spectrographs utilizing slits, sets a practical limit on the applied decelera-
tion and therefore on the achieved energy resolution. To improve the energy resolution
the Auger electrons are detected at 0° or 180° with respect to the beam direction, as
in this way substantial reduction of the kinematic broadening can be achieved. [6]

2The phenomenon of one or at most two electrons being ionized, excited or captured in the projectile
ion without affecting the other electrons has been referred to as “ion surgery”, and in the case of
ionization (excitation) as “needle” ionization (excitation). [9]



The technique of detecting Auger electrons emitted from projectiles at 0° with re-
spect to the beam direction, is known as Zero-degree Auger Projectile Spectroscopy
(ZAPS) and has received considerable attention the past two decades. [10,12] The po-
tential advantage of the technique is that it is the only efficient method which can pro-
vide state-selective cross section information about collision mechanisms. X-ray crys-
tal spectrometry, while having similar resolutions, suffer from very low efficiency. [13]
COLTRIMS, even though it enjoys similar resolutions but with tremendous efficiency,
it only works for relatively low energy electrons (<300eV). [14] ZAPS is the experimen-
tal method this dissertation is involved with. The advantages as also the limitations
of the method along with specific aspects of the technique, are examined in detail in
chapter 2.

Dissertation Goals

Over the past two decades, Zero-degree Auger Projectile electron Spectroscopy has
provided unique information on KLL state-selective double differential and single dif-
ferential cross sections measurements for the ionization, excitation and capture mecha-
nisms of few-electron highly-charged ions in collisions with light targets. In particular,
combinations of these processes such as transfer and excitation, transfer loss, electron-
electron excitation, etc., have been successfully measured and interpreted providing
important insights into correlation mechanisms. The tandem parallel plate analyser
(PPA) slit spectrometers was favorably utilized for the all these measurements due to
its basic simplicity.

However, certain experimental aspects of the implementation of the tandem PPA
in ZAPS set insuperable limits on the attainable cross-section measurements. KLL
state selective measurements require high energy resolution (~1 eV), which primarily
depends on the geometrical characteristics of the analyser. The instrumental resolution
is proportional to the width of the analyser apertures and inversely proportional to
the distance between them. Apertures cannot be made too small (Imm diameter is
a typical circular aperture dimension) as the intensity lessens quadratically with the
aperture width. Besides, analyser dimensions cannot be enlarged at will. Thus a
certain limit on the energy resolution is set by the spectrometer, which is about 1-3%.
In addition, the high resolution operation (under deceleration mode) has the side effect
of the tremendous intensity loss, resulting in a rather long acquisition time for a decent
statistics spectrum. Furthermore, relatively high beam currents are needed (50-200
nA is a typical value) which are not available for certain species or charge states in the
ion sources and accelerators in use.

In this dissertation, a novel high-efficiency hemispherical spectrograph is proposed
as an alternative solution for future ZAPS measurements. The spectrograph, quite
common in fields such as electron spectroscopy for chemical analysis (ESCA) [15], and
time-resolved electron energy loss spectroscopy (TREELS) [16], is implemented for the
first time in the ZAPS technique. A novel feature of the hemispherical spectrograph



is its paracentric entry, i.e., an entry Ry smaller than the conventional central entry
R = (R, + Ry)/2, where R, and R, are the inner and outer radii of the analyser,
respectively. It has been explicitly shown in this work that the paracentric entry
improves the analyser focusing properties. [17] Furthermore, it is the first time that a
single-stage spectrometer is successfully implemented in ZAPS, as previous attempts,
using a 30° PPA [18] failed primarily due to the extremely high production of secondary
electrons which dominated the spectra especially in the deceleration operation mode.

The spectrograph described here, consists of a 4-element focusing lens, a hemispher-
ical analyser and a large 40mm diameter 2-dimensional position sensitive detector (2D-
PSD). The four-element lens, mounted at the entrance of the spectrometer, provides a
virtual slit for the incoming electrons, by focusing while at the same time decelerating
them, to improve their energy resolution. The potential advantage of the lens is that
the electron intensity remains almost unaffected in the deceleration mode of operation
(~ 100% transmission through the lens) - a fact that was the primary source of low
transmission in tandem PPA slit spectrometers. The large size of the hemispherical
analyser (101.6mm mean radius) is important both for the the reduction of the back-
ground electron signal and for the initial energy resolution (non-decelerating operation
mode). The paracentric entry of the analyser also improves the energy resolution rel-
ative to the central entry case, thus being a correction scheme for the large fringing
field effects. The analyser is run at fixed voltages so that a whole energy spectrum
slice (~20% of the tuning energy) can be collected at once with substantial savings in
collection time, over the voltage stepped mode used in the tandem PPA analysers. The
double focusing properties of the hemispherical analyser together with the time saved
in data collection, greatly improves the overall efficiency for the electron detection and
the analysis. Therefore, the huge gain (> 300) in spectra acquisition time is expected
to allow for including low intensity beams in ion-atom studies as well as much lower
cross section processes.

It is the primary purpose of this work to describe in detail the implementation
of such a state of the art device into the ZAPS technique as well as to provide new
measurements utilizing weak intensity beams and/or low cross section processes. More-
over, the paracentric entry of the hemispherical spectrograph implies an investigation
of the spectrograph focusing and dispersive properties independent of the experimental
technique in use, which is the secondary purpose of this work. It is expected that the
successful implementation of the high-efficiency hemispherical spectrograph into the
ZAPS technique will make the method even more applicable as a standard investiga-
tion tool.

Dissertation Outline
In chapter 2, the ZAPS technique is examined in detail. Its application in ion-

atom collisions utilizing tandem parallel plate slit spectrometers is reviewed along with
the most important results on state selective cross section measurements available to



date. The kinematics frame transformation effects of peak doubling, energy shifting,
line stretching, angular compression and peak height enhancement, in addition to line
broadening effects are theoretically investigated and further commented. Limitations
of the method arising from the low electron detection efficiency of the tandem parallel
plate slit spectrometers, are explicitly pointed out, proposing at the same time the new
high-efficiency hemispherical spectrograph as an alternative solution for the future of
ZAPS measurements.

In chapter 3, the ZAPS experimental station setup at the J. R. Macdonald lab-
oratory at Kansas State University is described. The hardware components utilized,
the spectrograph consisting of the hemispherical detector analyser (HDA), the focus-
ing/decelerating lens and the two-dimensional position sensitive detector (2D-PSD),
the vacuum conditions, the electronics and the data acquisition system are described
in fine detail. In addition, the geometrical parameters of the spectrograph in relation
to the experimental setup are also provided.

Chapters 4, 5 and 6 can be seen as a trilogy in investigating the new spectrograph
optimum operation in relation to its focusing and dispersive properties, theoretically,
with simulations and experimentally, respectively. Specifically, in chapter 4 the prob-
lem of the electron trajectories followed inside the ideal electrostatic potential 1/r of a
hemispherical deflector analyser is solved for the first time for the most general case of
arbitrary charged particle entry Ry and arbitrary entry potential V/(Ry) = V. In the lit-
erature, this problem was only partially solved for central entry Ry = R = (R, + Ry)/2,
where R; and R, are the two hemispheres radii, and Vj = 0 V entry potential. The
problem of particle refraction across a potential boundary, present in all analysers
but not well treated in the literature, was also elucidated, establishing a refraction
law, analogous to Snell’s law in light optics. The paracentric HDA operation volt-
ages, the focusing conditions and the properties of magnification, dispersion, angular
aberration, energy resolution, energy calibration and energy acceptance window are
investigated using the previously obtained general charged particle trajectory equation
as the starting point. Results on the previous properties from simulations using the
SIMION simulation package and from experimental measurements are shown in com-
parison to the theoretical calculations for the ideal 1/r potential HDA. In this way the
fringing field effects, due to the departures from the ideal 1/r field, are identified and
qualitatively treated.

In chapter 5, the electron trajectories followed inside the hemispherical spectrograph
are simulated using the SIMION ion optics simulation package. A more realistic study
using simulated non-ideal HDA potentials is performed for investigating in more detail
the spectrograph focusing and dispersive properties as a function of the entry R, and
the potential V4. It is explicitly shown that for the non-ideal field, the paracentric
entry significantly improves the energy resolution over that of the conventional central
entry. Although SIMION does not reproduce quantitatively the experimental results,
a general qualitative agreement between SIMION and experiment, which deviates from
the theory of the ideal 1/r potential, is observed. Furthermore, it is indicated that the
paracentric entry along with the non-zero entry potential is seen to compensate for



the the fringing field effects, in the sense that improved quality focusing conditions are
achieved despite the presence of large fringing fields. The paracentric entry along with
the non-zero entry potential is proposed as an alternative correction scheme over the
cumbersome implementation of fringing field correctors.

In chapter 6, the real spectrograph performance is tested through certain measure-
ments. First, the experimental lens and analyser voltages parameterization, complete
the studies of the focusing properties. Then the performance of the spectrograph in
low resolution mode is presented with a new measurement of a zero-degree double
differential cross section (DDCS) obtained in collisions of 7.79 MeV B** with molec-
ular hydrogen targets. The low resolution spectrum is shown to be obtained after
successfully matching ten different energy slices of the same spectrum. The perfor-
mance in high resolution mode, on the other hand, is depicted by comparing DDCS
measurements of the 21.6 MeV F®T + H, collisional system, recorded at different en-
ergy resolutions. The obtained single differential cross section (SDCS) results for the
(2p?)' D RTE line, present in the DDCS spectrum, are shown to be similar independent,
of the resolution attained, which is the strongest indication of the proper performance
of the spectrograph. Special considerations on the reliability of the absolute cross-
section results are further discussed. Finally, an overall efficiency comparison of the
new hemispherical spectrograph and the KSU tandem parallel plate spectrometer is
made, showing that the new spectrograph is about 300 times faster when low intensity
ion beams are utilized. This huge gain in spectra acquisition time is actually expected
to make the ZAPS technique even more applicable as a standard investigation tool,
opening up new possibilities.

In chapter 7, the method for determining the absolute DDCSs from the experimental
raw data, obtained with the new spectrograph, is presented in detail. The energy
calibration of the spectra along with the determination of all the geometrical and other
experimental factors which may affect the final absolute DDCS results, are discussed
and further commented. The binary encounter electron peak normalization is used
for the absolute determination of the electron detection efficiency, which essentially
provides the absolute results on the DDCS spectra. In addition, an artificial model
of the HDA operation, simulating the experimental electron detection was developed
in FORTRAN code, the results of which, not only illustrated the correctness of the
data analysis method, but also pointed out significant details on the process of spectra
overlapping. Finally, the error analysis is also included in this chapter.

In chapter 8, first new data on the Binary Encounter electron (BEe) peak enhance-
ment factors for the collision system of 4-8 MeV B(Z=5+ 4+ H, are reported. The
boron ion beam is one of the weakest beams available and its use in ZAPS with the
conventional tandem PPA slit spectrometers was practically impossible. Experimental
results clearly show the well known BEe DDCS increase with decreasing ion charge
state observed in the past for similar collisional systems. Calculations with the Elastic
Scattering Model (ESM) utilized within the Impulse Approximation (IA) show a very
good agreement with the experimental data. Therefore, the ESM model is proposed as
a benchmark for the in situ determination of the absolute electron detection efficiency



by normalizing the experimental BEe spectra of B®~% ions impinging on H, targets,
to the ESM calculations on BEe DDCSs. In addition, it is shown that the information
on the BEe DDCS enhancement factors can be used with the Rutherford BEe DDCS
instead of the ESM calculations for conveniently obtaining quick and at the same time
reliable results.

In chapter 9, the first systematic measurements on the B¢+ (q = 1,2,3) spectroscopy,
obtained from collisions of 4-8 MeV B2 4+ ijons with H, targets is presented and
compared to previous works. As already mentioned, the implementation of the high-
efficiency hemispherical spectrograph at the J.R. Macdonald laboratory facilities, al-
lowed for including boron ions in ion—atom collision studies, as the boron ion beam is
one of the lower intensity beams. The observed Auger spectra are presented in abso-
lute DDCSs, utilizing results from the previous study in BEe enhancement factors for
partially stripped boron ions. The Auger line identification energy and energy deter-
mination is seen to be in very good agreement with previous available measurements
or calculations. Two very interesting results are pointed out from this study. The first
is the observation of the (252p?)2D and (2s2p?)2D Li-like B2* triply excited states, i.e.
the formation of hollow boron ions, in collisions of 4-8 MeV B3**+ H,. The second is
the observation and the quite accurate determination of the metastable (1s2s)*S com-
ponent of the B3t beam. This result is of potential importance for the determination
of absolute cross sections in ion—atom collisions involving the B3* ions.

In chapter 10, the experimental data of the Auger spectra of the 4-8 MeV B4 +
H, and 4-8 MeV B** 4 H, collision systems are used to obtain the first measurements
on the SDCS of the (2p?)'D and (1s2p?)2D RTE states, respectively. TA - RTEA
calculations are seen to be in good agreement with the measurements.

Finally, in chapter 11 a summary of the new results is made and future prospects in
the use of this highly efficient spectrograph are discussed. The fine details of different
theoretical or experimental aspects of this work have been placed in the appendices,
in order not to tire the reader. Also, all the publications to date and contributions
to different international conferences involving this work are listed at the end of this
dissertation.



2 The technique of Zero-degree Auger Projectile
Spectroscopy (ZAPS)

2.1 Introduction

The past two decades, fundamental atomic collision processes such as excitation, ioniza-
tion and capture, were successfully investigated, both experimentally and theoretically,
by using simplified ion-atom collision systems. Projectile electron spectroscopy of few—
electron highly—charged ions in collisions with simple targets, such as Hy and He, pro-
vided unique experimental conditions for studying basic interaction mechanisms. The
large variety of highly charged ions available at a wide range of energies and charge
states, is the main advantage of the method. The main disadvantage though, is the
kinematic line broadening effects, which limits the Auger spectra resolution and there-
fore its usefulness. Broadening effects strongly depend on the detection angle. However,
as it will become clear in this chapter, electron detection at 0° or 180° with respect to
the beam direction, substantially reduces the broadening effects. The first measure-
ments at these favorable angles were reported at 180° for low keV /u collisions [19-21],
at 0° for high (1-5MeV /u) [6,7] and intermediate (15-150keV /u) [22-24] collision en-
ergies. Ever since, only zero-degree measurements have been reported, mainly due to
the fact that, for high energy collisions, electron detection at 180° is not possible. The
method of projectile Auger electron detection at zero-degrees is known as Zero-degree
Auger electron Projectile Spectroscopy (ZAPS). [10]

ZAPS utilization has provided unique information on state-selective differential
cross sections, for basic collision mechanisms such as transfer and excitation [22,25],
resonance transfer and excitation [26-32] electron-electron excitation [33,34], electron-
electron ionization [35-37] and double electron capture [23,38-41]. Furthermore, elec-
tron production mechanisms such as cusp electrons [42,43] and binary encounter elec-
trons ( [44] and references therein) were also successfully investigated.

Today, ZAPS is used by more than 15 laboratories in Europe, US, Japan and South
America to investigate the interaction mechanisms of highly charged ions with atoms, at
collision energies ranging from a few keV to hundreds of MeV. ZAPS is the only efficient
known method that can provide information on state-selective cross sections for basic
ion-atom collision processes. Its results are used in practical applications as in plasma
physics, in thermonuclear fusion research, in astrophysics and in biophysics. On the
other hand, theoretical ion-atom collision models, largely successful up to now in total
and single differential cross-section predictions, are more stringely tested using state-
selective double differential cross section measurements. Furthermore, few electron
collision systems, mostly utilized with ZAPS, provide a simple ground for studying the
many-body problem, with emphasis on electron-electron interactions.

Until recently, all ZAPS measurements used the tandem parallel plate electrostatic
spectrometer, in which two parallel plate analysers are joined together in series. The
tandem spectrometer was preferred instead of the single stage parallel spectrometer,
as it was proved to substantially improve the signal to noise ratio, by reducing the



background. [6] In general, an experiment in ion—atom collisions utilizing a tandem
spectrometer in the ZAPS technique is performed in the following way:

The ion beam is driven through a gas target where the collisions take place. Only
the electrons which are emitted at zero-degrees with respect to the beam direction
reach the entrance of the first analyser. Large apertures are used at the front and back
plate of the first analyser, for preventing the ion beam from hitting the plates, during
its passage through the analyser. Its trajectory remains unaffected by the analyser
voltages due to its very high kinetic energy. The second analyser has much narrower
apertures providing the desired high energy resolution. Further resolution improvement
is obtained by applying electron deceleration between the two analysers.®> The spectrum
is obtained by scanning the analyser voltages in a stepping mode and recording the
electron intensity for each step. A typical ZAPS experiment using tandem parallel
plate analyser is shown in Fig. 1.
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Figure 1: Typical experimental set-up for Zero-degree Auger spectroscopy utilizing a
tandem parallel plate analyser. From Itoh and co-workers [6]

Typical zero-degree low resolution spectra of 30MeV O°* + H, are shown in Fig. 2.
The intense sharp peak at the left part of the spectrum, centered at energy t=1028eV,
is known as the cusp peak. The processes involved with the cusp peak are the electron
capture to the continuum (ECC) and the electron loss to the continuum (ELC). [42]
During the ECC process, electrons from the target are captured to the continuum

3Pre-deceleration is typically used to improve the overall resolution of any electrostatic spectrome-
ter whose resolution AT /T is constant, since reducing energy T' must necessarily also reduce AT'. [10]



spectrum of the projectile, while during the ELC process, electrons from the projectile
are excited to the continuum spectrum of the projectile. The cusp peak, present
only at zero-degree measurements, plays an important role in the determination of
the beam kinetic energy, since cusp electrons are moving at the same velocity as the
projectiles [12,43,45].
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Figure 2: A typical Zero-degree spectrum obtained by the KSU Tandem spectrometer.
(from Ref. [10])

The broad peak at the right part of the spectrum, centered at energy ~ 4t, is known
as the Binary Encounter electron (BEe) peak. [44] Binary-encounter electrons are target
electrons ionized through direct, hard collisions with energetic projectiles. BEe double
differential cross-sections (DDCS) of bare ions colliding with Hy or He targets, were used
in the past for determining the electron detection efficiency, thus obtaining absolute
DDCSs on electron spectra. [46] The method is utilized on data normalization in this
dissertation. Details on the physics of the BEe and their utilization in ZAPS will be
presented in chapters 7 and 8.

The peaks located between the cusp peak and the BEe peak in Fig. 2 are the pro-
jectile K—Auger lines. K—Auger peaks spectral location depends on the beam energy.
In a zero-degree spectrum L—Auger lines can also be detected and are located symmet-
rically at the shoulders of the cusp peak. Target Auger lines may also be present in a
ZAPS spectrum. The continuum character of the leftmost part of the spectrum is due
to “soft” electrons, which are target electrons ionized by the projectile in soft, small
momentum transfer, collisions. [47]
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2.2 Kinematic Effects

Auger electrons emitted from scattered projectiles are kinematically influenced. A
detailed analysis of the general electron kinematic effects can be quite complicated [8].
However, for the case of energetic collisions of a few MeV/amu or larger, studied in
this dissertation, projectile ions are scattered through very small angles (~ mrads),
resulting in negligible effects both on the energy loss and on the projectile electron
trajectories.
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Figure 3: Velocity addition diagram. The electron velocity v’ in the projectile rest
frame is transformed in the laboratory frame according to the vector addition rule as
v =V, + V' [Left] Emitter velocity is larger than the electron velocity V, > v'. [Right|
Emitter velocity is smaller than the electron velocity V), < v’

Thus, for simplicity, the projectile ion scattering angle in swift collisions can be
safely assumed to be zero. With this consideration, a simple velocity vector addition
model is sufficient for determining the projectile-to-laboratory frame transformation
and related kinematic effects, as the ion-recoil effects can be overlooked. The velocity
v of the Auger electron in the laboratory frame is obtained by adding the projectile
velocity 'V, to the velocity v' of the electron in the projectile rest frame as shown
in Fig. 3. Denoting by primed symbols the quantities in the projectile rest frame,
the electron kinetic energy e = %va in the laboratory frame can be related to the

. . . 2
corresponding rest frame electron kinetic energy ¢ = %mv’ as:

€=¢ +1+2Vet cost (1)
or equivalently
€ = e+t —2Vet cosh (2)
where ) B, (Me)
m e
t=-mV?=— E, = 54858 —2—= (eV 3
o T M (amu) (eV) )

is the reduced projectile energy known also as the cusp energy. FE, and M are the
kinetic energy and mass of the projectile respectively, while m is the electron mass.
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2.2.1 Frame Transformation Effects

In order to systematically study the kinematic transformation properties of the ex-
perimentally measurable physical quantities, it is convenient to adopt the universal
dimensionless parameter ¢ [10]

_ ]t _ W
c=yft=1 ()
Also, it is experimentally convenient to express the relation between the energies in
rest and laboratory frame as a function of the laboratory observation angle #. Using
simple trigonometric rules in Fig. 3 geometry and the introduced parameter (, the

energy in the laboratory frame can be written as
1
€+ (0) = €(Ccosh £1/1 — (2sin? 0 )? ((>1, 0<6 < arcsin Z) (5)
€(0) = €(Ccosf + /1 — (2sin?§ )? (C<1, 0<6<180° (6)

As illustrated in Fig. 3, for fast emitters (V, > v/ or ¢ >1 ) there can be two
possible solutions for the laboratory electron energy € as a function of the laboratory
detection angle #, while for slow emitters (V, < v/ or ¢ <1 ) there is only one solution.
For fast emitters ( ¢ > 1) the constraint (?sin#? < 1 results in a restriction in the
observation angle § with a maximum value

1
0pax = arcsin — (7)

This is a crucial limitation for non-zero degree Auger Projectile Spectroscopy since
different electron energies correspond to different maximum detection angles, applying
a lower limit on the electron energies accessible to the spectrometer. However, for
6 = 0° (i.e. ZAPS technique) the whole projectile electron energy range is accessible.
This is one of the most important advantages for measuring electron spectra at zero
degrees. Eqs. 5, 6 result for zero-degree observation *

er = (Ve +Vt )2 =€(1+¢)? (All ¢, 6=0° 0=0°) (8)
e =(We—Vt)Y =1 ()? (¢>1, 6 =180°, 6 =0°) (9)

Kinematic effects change the position, energy width and intensity of an Auger line
and are referred to in the literature as shifting, stretching and enhancing, respectively.
Also the possible occurrence of the same Auger line at two different electron energies
in the spectrum is referred as doubling. [8] In Table 1 all the results of the kinematic
transformation analysis are summarized for the case of zero degree laboratory detection
angle. A detailed presentation of each case follows.

e Doubling: Tt has already been shown (see Fig. 3 and Eq. 5), that there can be
two possible solutions for the laboratory electron energy ¢, resulting in the observation

4For 180° observation Eqs. 5, 6 result in e =¢'(1 — ()2 (¢ <1, 6 =180° §=180°)
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of two peaks in the laboratory frame which correspond to the same Auger line. The
phenomenon is known as doubling and an example of it is given in Fig. 4. The two
Auger peaks appear symmetrically around the cusp peak as predicted by Egs. (8)
and (9). In this way, forward-backward asymmetries of inelastically scattered quasi-
free target electrons from ions were successfully studied. [48] Doubling find practical
application in the accurate determination of the beam energy [8].
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Figure 4: Example of detection of two auto-ionizing states with energies 60meV and
100meV, respectively, at laboratory energies around 200eV, in collisions of 6MeV O3
+ H,. Each peak appears symmetrically around the cusp peak due to the doubling
effect. The small peak at the right shoulder of the cusp peak, is due to the field
ionization of projectile Rydberg states inside the analyser. From Ref. [10]

e Shifting: Eq. 1 shows that an electron emitted at energy ¢ in the projectile rest
frame, will be detected in the laboratory frame at a different energy e. Forward electron
emission in the projectile rest frame, (¢ = 0°) yields a larger laboratory energy, while
backward electron emission (6’ = 180°) yields larger or smaller laboratory energy values
depending on the ( value. The fact of detecting an Auger line at energy larger than the
physical value is very important in ZAPS, as it allows the detection of very low energy
electrons. For example, in the spectrum of Fig. 4, the two auto-ionizing states shown,
have rest energies of 60meV and 100meV, respectively. They are detected though at
laboratory energies around 200 eV. It should be emphasized at this point, that detection
of electrons with energies less than 10eV becomes an increasingly difficult task, since
low energy electrons can be readily affected by very small stray magnetic and electric
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fields such as the earth’s magnetic field or the contact potentials fields developed at
the interface between two different metal surfaces.

e Stretching: The energy width Ae of an Auger line observed in the laboratory
frame differs from the corresponding width A€’ in the projectile rest frame. Differen-
tiating Eq. 1 with respect to € results for zero-degree observation angle in:

Ae de €
= — = 1 :I: = ° 1
e s 0=0) (10)

It is clearly seen that for the case of (+) solution (forward electron emission in the
projectile rest frame, i.e. #' = 0) line stretching is established, while for the case of (-)
solution (backward electron emission in the projectile rest frame, i.e. 8 = 7) a line
stretching or compression is established depending on the ¢ value (see Table 1). It is
very important to note that the energy stretching (or compressing) does not increase
the overlap of two closely neighboring Auger lines. Therefore it does not wash out
intrinsic structures of the spectrum. That is due to the stretching (compressing) of the
mean values of the Auger lines by practically the same amount as their widths. An
example of this stretching effect is given in Fig. 5, where the Auger decaying states
of (152s2p)?P, and (152p?)2D of F®F formed during collisions of 21.78MeV F™* + H,,
are plotted in the laboratory (top) and projectile (bottom) rest frames, respectively.
The ratios of the energy widths and energy difference of the two lines, measured in
the laboratory and projectile frames, are identical: Ae/Ae’ = Ae,_,/Ae, , = 2.08.
Although the line overlap is not affected by the stretching effect, the energy resolution
Ae/e does change. This can easily be derived from Eq. 10:

Ae e A€
€ - \/; € (11)

However, for two peaks located within a certain energy interval, one should be care-
ful in calculating the peak stretching (compressing). Eq. 10 is not valid for relatively
large energy intervals. In order to calculate the correct formula in this case, two lines
at energies €| and €, differing by the energy interval A¢’ are considered and subtracted
mutually according to Eq. 1 yielding

ﬁz 1+ (Aﬁe,)( 1+t/A:/61 \/7 (6=0°) (12)

For Aé'/e} << 1, Eq.10 is obtained. In Fig. 6 a plot of the quantity Ae/A€" as
a function of the dimensionless variable A€'/€| is shown for different values of cusp
energies t according to Eq. 12.
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Figure 5:

Example of the stretching effect.

The Auger decaying states of

1s(2s2p3P)2P_, 1s(2s2p'P)?P, and 1s2p* 2D of F" formed during collisions of
21.78MeV F™ + H,, are detected in the laboratory [top], and then they are transformed
to the projectile [bottom] rest frame, respectively. Note that Ae/Ae’ = Ae,_,/Ae),

= 2.08.
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Figure 6: The amount of stretching (compressing) Ae/A€’ between two Auger lines
detected at the laboratory frame, is plotted as a function of their reduced rest frame
energy interval Ae'/e}. Shown cases refer to different values of cusp energies t. [Top]
(+) solution of Eq. 12 [Bottom] (-) solution of Eq. 12.

e Angular Compression: Electrons ejected from fast projectiles suffer the well
known beaming effect observed in X-rays emitted from relativistic emitters. Electrons
emitted isotropically in the projectile rest frame are detected in a narrow solid angle in
the forward direction in the laboratory frame for fast projectile ions. The phenomenon
is dominant for forward emission in the projectile frame, while for backward emission
it happens only for ¢ > 2. In Fig. 7 it is geometrically explained (in a two-dimensional



projection) that for fast emitters the projectile frame solid angle ASY, denoted as AQ_
and AQ,, is always larger than the laboratory frame solid angle A€, defined by the
distance between the source and the spectrometer opening. For zero-degree laboratory
observation angle (6 = 0°), it is proved [8] that

AQ ds) € 1

A T Ay T e T (1=x0p (6=07) (13)

Figure 7: Angular compression of electrons emitted from fast projectiles.

e Enhancement: The height of an Auger peak recorded at the laboratory frame
differs from the hypothetical height recorded at the projectile rest frame. The situation
is illustrated in Fig. 5. The effect of the enhancement or diminishment of the Auger line
intensity - mostly called enhancement - can be understood through the transformation
of the double differential cross-section (DDCS) from projectile to laboratory frame at
zero degrees. Combining Eqs. 10 - 13 results in:

d’c e d*c d*o

+ (| dSYde

= - =11
dQde e dVde |

(6 =0°) (14)

In the cases of forward angles (4 solution — all ¢) and backward angles (- solution and
¢ > 2) an enhancement of the laboratory peak heights is established, while in the case
of backward angles ( - solution and 1 < < 2) the situation is reversed.

Finally, the projectile-to-laboratory transformation for the single differential cross-
section (SDCS) results in:

do € do

—_— = — = 2
ds? e dY (1£¢)

do
dY

(6 =0°) (15)
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Table 1: The doubling, shifting, stretching and enhancing frame transformation kine-
matic effects of an Auger peak are summarized for # = 0° detection. All the possible
cases are determined by the projectile rest frame emission angle 6’ and the relation
between the projectile velocity V,, and the electron velocity at the projectile rest frame

v,

0’ v’ t ¢ Doubling Shifting Stretching Enhancement
€ Ae 4o
P Q.
amVy v S=020? S=pE( B = 1
dsy de’
0 V>V, € > (<1 NO > 1 >1 >1
0 v <V €<t ¢(>1 YES >1 >1 >1
™ v < ¢ <t ¢>2 YES >1 >1 >1
1 _ Y Pt —
m v =2 =1 ¢=2 YES 1 1 1
r T <l b<d<t 1<(<2 YES <1 <1 <1
7 V' >V, e >t c<1 NO ELECTRON DETECTION AT § = 0°

2.2.2 Line Broadening Effects

It has already been pointed out that, electrons ejected in the projectile rest frame with
the same velocity v’ will be detected in the laboratory frame with velocity v, the value
of which depends on the observation angle # (Eqs. 5 and 6). Therefore, two electrons
with the same energy in the projectile frame, but emitted at two different angles 6/
and 6, respectively, will be detected in the laboratory frame at two different energies
€1(601) # €3(05). Assuming that the emission angles of the two electrons of the former
example, correspond to the angular width A# of the spectrometer acceptance angle, i.e.
A6 = 0, — 0, the observed energy width AF| is then written as: AE = €;(0;) — €2(0s).
As clearly seen from Eqgs. 5 and 6, the observed energy width AFE is not a linear
function of Af but rather depends on the average observation angle 6 = (6, + 65)/2.
The situation is geometrically illustrated in Fig. 8, where it is indicated that the
observation at zero-degrees (6 = 0°) reduces substantially the observed energy width
AE. As a rule, the finite spectrometer solid angle results in the overlap between two
neighboring peaks, degrading in this way the energy resolution of the spectra. The
effect is referred to as kinematic broadening effect. [8]
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Figure 8: Geometrical interpretation of the broadening effect due to the laboratory
observation angle. It is clearly seen how observation at zero-degrees (0 = 0°) reduces
substantially the line energy broadening.

The broadening can be understood algebraically as the uncertainty of the two vari-
ables, the laboratory observation angle # and the cusp energy t in Eq. 1 or 2. A
systematic way to estimate the uncertainties of these variables is to expand Eq. 1 or 2
in a Taylor series in powers of Af and At:

ame(6) (AG)"

ABy = | X g ) = 12 A8 (16)
o"e(t) (At)™ n
ag, = R 2B 5 g 17

The broadening A By due to observation angle 6 can be calculated exactly for each
experimental setup since the observation angle is defined geometrically by the dimen-
sion of the effective spectrometer acceptance aperture and the distance between this
aperture and the target. Even though an easy broadening calculation is feasible for
every spectrometer, the algebraic treatment of the problem provides further insight
into the broadening effect. By differentiating Eq. 2 with respect to 6 the first order
broadening coefficient in terms of # and € is obtained. Thus

Vet
1—\/2 cos 6

For 0° or 180° observations this term vanishes, as can be seen also in Fig. 9, where the
first order broadening coefficient ABél) is plotted as a function of the laboratory angle

ABSY = —2singAfg ( (18)
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6. In these cases, the second order coefficient must be calculated giving (replacing A#
with Af/2 )

2
@ _ _ ¢ (A0
= () "
2
AB® — ¢ & (20)
g 1+,/s \ 2

The relative broadening AB®) /e for both 0° and 180° is thus given by the following
simple result: [10]

(2) 2
while the absolute broadening can be expressed as a function of ¢':
2
A8 =07 () (22)
ABY =€(1- Q% (%) (23)

It is important to notice that observation at zero-degrees substantially reduces the
broadening due to the observation angle §. In Fig. 8 the geometrical interpretation
of this phenomenon is explained. In Fig. 9 (left), where the first order coefficient
AB(()?)T /€ is plot as a function of the detection angle 6, it is clearly seen that broaden-
ing is maximized for the detection angle of 60°, while it diminishes for the detection
angles of 0° and 180°. In Fig. 9 (right) the second order reduced broadening coef-
ficient AB®) /e is plot as a function of the rest frame electron energy ¢ for various
projectile energies, at forward and backward angles. It is clearly seen that for high en-
ergy electrons (KLL-Auger) the broadening is negligible, but for low energy electrons
(Coster-Kronig, Rydberg) it becomes significant. The spectrograph’s full acceptance
angle is A0=0.868° (i.e. the full acceptance angle of the hemispherical spectrograph
studied in this dissertation).

In Figs. 79 and 80, in appendix A, the second order broadening coefficients AB((EQ

and AB((]Q_), respectively, are plotted as a function of the Auger electron energy for
different projectile energies. It is worth mentioning that even though the absolute
value of the broadening for the (-) solution (emission angle # = 180°) is much smaller
than the value of the broadening for the (4) solution (emission angle 8 = 0°), the
energy resolution due to broadening AB®) /e is the same in both cases, as it can be
clearly seen from Eq. 21.
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Figure 9: [Left] First order relative broadening coefficient ABél)/e as a function of
the laboratory angle 6. [Right] Second order relative broadening coefficient AB®) /e as
function of the Auger electron energy € for laboratory observation angles # = 0° and
180°. In all cases the acceptance angle is Af = 0.868°.

The uncertainty in the beam energy is another factor which leads to line broadening.
Expanding Eq. 1 to first order in At for § = 0 gives:

Aep = 1+ %| At 6= 0°) (24)

A beam energy spread of At/t = 7x10°* is characteristic to the J. R. Macdonald
laboratory tandem Van de Graaff (prior to the installation of the new pelletron chain
in 2000) and typical for tandem Van de Graaff accelerators. However, when the post-
stripping method is used to obtain a certain charge state of a ion (see §3.1), an ad-
ditional beam energy spread should be considered due to the beam straggling in the
post-stripper foil. [49, 50]

A broadening, maybe considered also from the uncertainty of the variable € in Eq. 1.
A€ in this case will be the intrinsic width of the Auger line and will be transformed
to Ae in the laboratory frame according to Eq. 10. This kind of broadening though is
actually a stretching and therefore the kinematic transformation of the intrinsic width
A€’ cannot be considered as a broadening. However, in order to estimate the width of
a peak in the laboratory frame this factor should also be considered.
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Adding in quadrature all the kinematic broadening factors discussed previously, the
energy width of an Auger line can be estimated in first order non-vanishing terms at
zero-degrees observation angle as:

Ac = J[e'aicm? (%) v H (A + 12 (A (25)

This energy width constitutes the lowest permissible limit to the measured reso-
lution. It defines the limit of the experimental energy resolution. The quantity Ae/e
should always be compared to the smallest attainable instrumental energy resolution
Aes/e, in order to have an estimate on the possible spectral identification of closely
neighboring Auger lines. The major component of the broadening at 0° is usually due
to instrumental effects and usually not due to the beam energy spread. However, in
the case where the beam is obtained by post-stripping in a foil, the effect of increased
beam spread is observable.

2.3 Concluding remarks

In conclusion, the ZAPS technique has been shown to be a very powerful tool for high
resolution studies of projectile electrons and related phenomena. The strength of ZAPS
lies on the kinematic advantages of the minimization of broadenings at 0°, the access
to the whole electron energy spectrum and the ability of detecting very low energy
electrons. To date, ZAPS technique has utilized two-stage (tandem) slit spectrometers
providing unique information on state-selective differential cross-sections for basic col-
lision mechanisms. However, tandem slit spectrometers greatest disadvantage is the
large time consumed for collecting a single spectrum. The use of very small apertures
(1-2 mm for the second stage analyser) along with the dramatic transmission reduction
in the deceleration mode of operation, necessitates the use of relatively large beam cur-
rents (typically 50-100 nA) to maintain experimental acquisition times at the 12-24 hr
level. A typical high resolution spectrum needs at least a day of data recording. There-
fore, experiments utilizing low beam currents (< 10 nA) or attempting to measure very
low cross section processes (DDCS < 10722 ecm? / eV sr) are practically forbidden for
the parallel plate tandem spectrometers.

In this dissertation, a position sensitive detector instead of an exit slit is incorpo-
rated into a single stage hemispherical deflector analyser (HDA) to increase by more
than a factor of 100 the data collection efficiency. Even though such a spectrometer
is typical in today’s modern electron spectroscopy for chemical analysis (ESCA) [15]
experiments, its utilization at zero-degrees entailed special considerations, since small
slits could not be used at the entrance. Instead, a focusing/decelerating lens system is
incorporated providing thus a virtual slit entrance by focusing while at the same time
decelerating the electrons for improved energy resolution. The spectrograph study,
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operation and performance is a major part of this thesis and will be presented in detail
in the following chapters.
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3 Experimental Arrangement: Hardware and Elec-
tronics

3.1 Experimental Setup

The experimental setup was developed at the J. R. Macdonald laboratory at Kansas
State University (KSU). A top view of the laboratory is shown in Fig. 10.5 The ion
beam is obtained at the desired energy from the tandem Van de Graaff accelerator and
transferred to the experimental area in the way described in appendix B.

A lon Sources E Experimenta Area
B Tandem Accelerator F Computer Room
C LINAC G Control Room

D CRYEBIS H Clean Room

M

Figure 10: Top view of the J. R. Macdonald Laboratory. The ZAPS experimental
station is shown at L-15

A virtual tour in J. R. Macdonald laboratory is available at the address
http://www.phys.ksu.edu/area/jrm/tour.html
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Numerous changes took place to the beamline manifold in the continuing effort to
improve the experimental conditions until the final arrangement was reached. All the
physical dimensions referred to, are those used in the arrangement of the experimental
apparatus as of December 1999, unless otherwise stated. In the effort to make this
thesis more readable, many technical but important details have been shifted to the
appendix.

The beamline was located at 15° left (L-15) of the second switching magnet with
respect to the beam direction (see Fig. 10). Two pairs of 4-jaw slits, separated by a
distance of 1m, were used to collimate the beam down to 1x1 mm? cross-section. Due
to the focusing properties of the switching magnet, the upstream slits were set wider
open than the downstream ones. Typical collimation values are 3x3 mm? and 1x1
mm? for the upstream and the downstream slits, respectively. Between the two pair
of slits, a Beam Profile Monitor (BPM) was located. This device proved extremely
useful for fine tuning the beam transport, since the spatial beam distribution could be
monitored on an oscilloscope. Also, in cases of extremely low currents (e.g. 20pA for
the beam of 3.7 MeV B**), monitoring the beam profile through the BPM, proved very
helpful. The beam current was maximized at the Faraday Cup (FC) after the second
pair of 4-jaw slits and then was driven through the apertures of the gas-cell and the
spectrograph to the last FC (see Fig. 10), using the switching magnet, the quadrupole
and the magnetic deflectors further upstream.

For Zero-degree Auger Projectile Spectroscopy it is extremely important for the ion
beam not to hit any of the spectrograph apertures, since in this case the secondary
electron production will dominate and destroy the spectra (especially for a single stage
spectrometer). For this reason large apertures with diameters of 4 mm for the lens
entrance, 6 mm for the analyser entrance and 9 mm for the analyser beam exit were
used (see Fig. 11), so that after a tight beam collimation, the current measured at any
of the spectrograph apertures resulted in zero. It was found that the spectrum was
not affected much by the secondary electron emission produced at the surface of the
gas-cell apertures.

Another important issue is that when the beam is obtained with the post-stripping
method, the current in the last FC decreases with time. This is due to the change in
the stripping foil thickness, due to carbon build up, resulting in a slightly lower beam
energy and therefore a different beam trajectory through the second switching magnet.
It would be a mistake in this case to re-tune the magnet in order to maximize the
beam current at the last FC. The different beam energy would result in a shift in the
projectile electron spectrum (see chapter 2.1). Instead, the foil was moved so that the
beam collided with an unused part of it or even it was replaced with a new one. The
movable rod, used for replacing the foils, had 12 different foils which were more than
enough for an experiment. In the later case, a beam re-tuning was usually needed. In
most of the cases the foils lasted many hours which was enough time to collect all of
the data with the new spectrograph. Although, in some cases, where beam re-tuning
was unavoidable, the spectra, recorded in between the beam re-tuning, were added
together after small energy shift alignments were made.
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Figure 11: The zero-degree experimental setup: The ion beam interacts with a gaseous
target in a cell and exits through a hole at the back of the spectrograph. Electrons
ejected from the collision in the gas-cell are focused into the hemispherical analyser
and detected at the 2D-PSD.

In Fig. 11 a side view of the zero-degree experimental setup is shown in detail. The
chamber ¢ consists of two cylindrical parts of 400 mm diameter. The lower part of
the chamber supports the hemispherical spectrograph and is mounted on a specially
designed base, so that it can be moved upwards, sideways or tilted across the beam
direction. A connection of the chamber and the beamline pipe via a bellow, allows for
an easy alignment of the spectrograph along the beam axis. The J.R.M. laboratory

6The lower part of the vacuum chamber with the mounting base, the lower part of the p-metal
shield, the gas cell and the turbomolecular pump with its controller were loaned by the Hahn-Meitner
Institute (HMI). The upper part of the chamber was built in the machine shop of the Foundation of
Research and Technology (FORTH). The upper part of the y-metal shield was bought from Magnetic
Shields Limited, (Kent, GB). The spectrograph (hemispherical analyser and focusing lens) was bought
to order from Comstock Inc., (Oak Ridge, Tennessee), while the position sensitive detector was bought
from Quantar Technology, (Santa Cruz, California). All these components along with the pressure
measuring system which was bought from Kurt J. Lesker (Clairton, PA), were gathered in the atomic
physics laboratory of the University of Crete and transfered to KSU. The rest of the hardware, target
turbomolecular pumps, roughing pumps and all the electronics were supplied by the JRM Laboratory.
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beamlines are fixed at 1.74 m (68.5")in height and all the alignments were done with
the use of a special telescope. The upper part of the chamber is removable for greater
accessibility and manipulation of the components inside the chamber.

Both lower and upper parts have an inner cylinder made of p-metal for the reduction
of the earth’s magnetic field to a few mGauss. p-metal cylinders were also used between
the collision region and the chamber. Measurements of the magnetic field inside the
chamber, using a magnetic probe, showed that even when the switching magnet — which
is located 2 m away from the chamber — was operated at its highest experimentally
allowed values, it didn’t exceed the value of 10 mGauss at any direction. Care was
taken to replace any nuts or bolts magnetized through contact with any magnetized
wrenches or screwdrivers.

The gas-cell consisted of two coaxial cylinders. The inner cylinder was 36mm long
with a diameter of 20 mm while the outer cylinder was 50 mm long with a diameter
of 3d4mm. The two cylinders were made of brass and were electrically isolated. Each
cylinder had removable entrance and exit circular apertures. The apertures of the
outer cylinder were also electrically isolated from the main part of the cylinder, so that
the beam current could be monitored at the entrance, middle and exit of the gas-cell.
This information was quite helpful in transporting the ion beam through the cell. Also
the electrical isolation of the inner cell from the outer, was used for biasing the inner
cell to negative voltage values, in order to accelerate and distinguish between electrons
generated inside the gas-cell from those generated outside the gas-cell (as for example
in metastable Auger decays). The inner cylinder openings of the apertures were 2.5mm
diameter, while the entrance and exit openings of the outer cylinder apertures, used in
most of the experiments, were 1.5mm and 3mm, respectively. The gas-cell was placed
at the top of a 101.6mm (4”) diameter 5-way cross, in front of the chamber. It was
mounted on a specially designed movable base so that it could be moved upwards and
sideways for easy alignment of the whole apparatus. The distance between the center
of the gas-cell and the entrance of the lens was 264mm.

3.2 Vacuum

The chamber was pumped by a 450 1/s turbomolecular pump while the target area was
differentially pumped through a 250 1/s turbomolecular pump also. Two cylindrical
baffles were placed on either side of the gas-cell to further improve the differential
pumping. The chamber pressure was measured with a thermocouple and an ion gauge,
controlled automatically by the Ion Gauge Controller (Kurt J. Lesker model 4400). The
gas pressure was measured by a baratron manometer (MKS model 390HA) connected
to a feedback system (MKS: needle valve model 248A, controller model 250B, signal
controller model 270) so that the measured pressure remained at a predetermined fixed
value during the measurement. The rest of the beamline up to the switching magnet
(about 2 m long) was pumped by a 170 1/s turbomolecular pump. Viton O-rings were
used in all joints. After pumping, while heating the system using fiber lines up to 70
°C for many weeks, a base chamber pressure of 1.5 x 10~7 Torr was achieved. A study

27



of the chamber pressure as a function of the gas-cell pressure was performed for the
gases of Hy and He. The results are shown in fig. 12.
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Figure 12: [Left] Chamber pressure as a function of the gas-cell pressure for the gases
of Hy and He. [Middle] Ratio of gas-cell pressure to chamber pressure as a function of
the gas-cell pressure. An average ratio of about 30,000 for He targets is established at
gas-cell pressures between 15 and 50 mTorr, while an average ratio of about 5,000 for
H, targets is established at gas-cell pressures between 5 and 50 mTorr. [Right] Ratio
of the chamber pressure with Hy gas in use to the chamber pressure with He gas in use
as a function of the gas-cell pressure.

The reason for higher chamber pressures in the case of Hy compared to He can be
understood qualitatively according to the following arguments. The effective pumping
speed of Hy is higher than the effective pumping speed of He. This means that the
pressure measured at a point x will be higher for Hy. Actually, it can be shown that
Py, ~ (2—2)2 Py with Cy, > Cpe, where C'y, and Cj, are the conductances for Hy and
He, respectively, (see appendix C for the proof of these statements). Therefore, part of
the difference is due to the different effective pumping speeds. Also the sensitivity of
the ion gauges to these two gases are different. The sensitivity for Hy is about 3 times
higher than He. This means that the pressure reading for Hy will be about 3 times
higher than for He. It should be mentioned here that the baratron used for measuring
the gas-cell pressure reads the actual pressure independent of the gas. Though Fig.
12 (right), where the ratio of the chamber pressure with Hy gas in use to the chamber
pressure with He gas in use as a function of the gas-cell pressure is plotted, indicates
that the two previous arguments do not justify the ratio behavior. Instead they predict
a fixed difference between the two gas cases but not a gas-cell pressure dependent one.
This gas-cell pressure dependence can be understood if a back-streaming is established
in the turbomolecular pump of the differentially pumped region. Unfortunately there
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were not any gauge meters used in the differentially pumped region for measuring the
foreline pressure, therefore there is no direct way to justify this statement.

In conclusion, an average gas-cell pressure to chamber pressure ratio of about 30,000
for the case of He and 5,000 for the case of Hy, was established, for gas-cell pressures

ranging form 15 to 50 mTorr and 5 to 50, respectively, as can be clearly seen in Fig.
12 (middle).

3.3 The spectrograph

H-—-—H lon Beam

Gas—Cell

Figure 13: The hemispherical paracentric spectrograph for ZAPS. Note the asymmetric
position of the entrance aperture on the analyser. The voltage notation corresponds
to the different electrodes. Existing sapphire ball insulation between the different
electrodes is not shown. The most important distances of the experimental setup are
given in Table 3.7.

The spectrograph is shown in detail in Fig. 13. It is composed of commercially
available components including a hemispherical analyser, a 4-element focusing lens
and a two-dimensional position sensitive detector (2D-PSD). Both analyser and lens
were made of aluminum with their inner surfaces coated by soot to reduce secondary
electron emission. [51] An additional shield placed around the outer hemisphere was
found to be necessary, substantially reducing background electrons. The four-element
focusing lens, which is illustrated in detail in Fig. 14, provides a virtual slit for the
incoming electrons by focusing them at the entrance of the analyser. The lens can
also be used to decelerate the electrons (high resolution or deceleration mode) while
focusing them for improved energy resolution. The entrance lens element V¢ is always

29



grounded, while the exit lens element is on potential Vo = Vp, which is also grounded
when running in the low resolution (non-deceleration) mode. The 2D-PSD consists of
a pair of 40 mm active area multichannel plates (MCP) and a resistive anode encoder
(RAE). The entire detection system is mounted in its own cylindrical casing and further
shielded from background electrons.

| 5.8" |
‘i°-37‘5" 29" 081" 1.333"
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!
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Gaps width = 0.048"
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Vp (Cylinder + apertute) (Ground)
(Final Decel)

Figure 14: The 4-element electrostatic focusing and decelerating lens.

The analyser consists of two hemispherical shells with outer R, and inner R; radii of
130.8 mm (5.15"”) and 72.4 mm (2.85"), respectively. The two shells are supported on a
cylindrical base plate from which they are electrically isolated with carefully positioned
sapphire ball insulators. The base plate constitutes the relative ground of the analyser
and can be independently biased with a plate voltage V},, when deceleration of electrons
prior to analysis is required. The four-element lens is also supported from this plate
with the exit lens element and base plate being on the same potential V,,. Apertures of
4 mm and 6 mm were used at the entrance and exit of the lens respectively. In the exit
part of the analyser there is a 60 mm circular opening where the detector is mounted.
The basic geometrical parameters of the ZAPS setup are given in Table 14 at the end
of this chapter.

On the exit side of the analyser a 90% transmission nikel grid was stretched over
the large exit aperture to shield the inside of the analyser from external fields. This is
typically done in all electrostatic spectrometers incorporating a large area PSD. This
grid was also on potential V. Another 90% transmission grid was also placed on the
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PSD cylindrical casing about 9 mm from the front of the first MCP. Initialy, this grid
was placed for controlling the detection energy of the electrons, but along the way, it
proved an indispensable component when the spectrograph is run in high resolution
mode. That grid was set at slightly more negative voltages than V), (usually at V,, - 48
V). The two hemispheres with the common base plate are supported on a second plate
which constitutes the absolute ground of the spectrograph. Sapphire ball insulators
were used for electrical isolation of the various components of the spectrograph.

3.4 The 2D-PSD

The two-dimensional position sensitive detector (2D-PSD or just PSD) in use, consists
of two microchannel plates (MCP) of 40mm diameter and a resistive anode encoder
(RAE). The use of two MCP at the orientation shown in Fig. 15 is known in the
literature as the Chevron arrangement. [52] The PSD is mounted on a ceramic base
along with the four 1nF capacitors needed for the signal decoupling (see Fig. 17).

An MCP is an array of 10* — 107 channel multipliers (microdynodes) oriented par-
allel to one another. Typical channel diameters are in the range 10 - 100 ym and have
length to diameter ratios between 40 and 100. A typical distance between microdyn-
ode centers is 50 - 150 pym. The theory of channel multiplication has been adequately
investigated. [53] For an overview of the multiplication mechanism in different type mi-
crochannel plates see [54] and references therein. A brief summary of the mechanism
will be given here.
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Figure 15: The operation of a chevron arrangement microchannel plates (MCP) of use
in the HDA Position Sensitive Detector (PSD).

An electron entering a channel of the first microchannel plate produces an average
of 0™ electrons at its exit, where § is the average production of secondary electrons per
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collision with the channel wall, and n is the number of collisions. The procedure is
repeated for the second microchannel plate, resulting in an overall amplification factor
of 106 — 107. Electrons are then collected through an extraction voltage of ~150V
on the RAE surface. RAFE’s resistance is of the order of 1 G{2. The spot size of the
electrons on the RAE determines the spatial resolution of the PSD (see Fig. 15).

Secondary electron yield (known as MCP gain) depends on the overall MCP voltages
and is limited by the space charge saturation effects at the rear of the second MCP.
In the saturated operation the output signal does not vary in amplitude with respect
to input events, which is the basic assumption for particle detection independent of
their energy. Normally, voltages are set at values where maximum gain is established,
i.e. where saturation effects appear. The Chevron MCP is a common method for
producing space charge saturated output pulses. PSD voltages given in Fig. 15 were
typically used.

In the Chevron type MCP, the orientation of the channel axis is tilted at a small
angle (+8°) with respect to the MCP normal. This geometry inhibits positive ions
produced at the output of the rear plate (by electron collisions with the residual gas
molecules) to drift back into the channel input, producing additional secondary elec-
trons (“ion after pulses”). The Chevron MCP geometry also forces electrons entering
the MCP parallel to the channel axis, to hit the channel wall early enough, leading to
the production of space charge saturated pulses.

An upper limit to the spatial resolution was determined experimentally. A mask
made of brass, filled with 0.5mm diameter holes, was made as shown in Fig. 16. *
The non-symmetric hole distribution on the mask area accounted for the PSD center
and orientation identification. The mask was placed in front of the PSD and the whole
detection system was mounted on a 4” port inside the collision chamber. An unfocused
electron gun was used to illuminate the whole surface of the PSD. As shown in Fig. 16,
although the illumination was not uniform over the PSD surface, the results presented
below were obtained.

a. The PSD orientation was determined.

b. The active MCP area was found to be ~38 mm, while the actual area was 40
mm.

c. The center of the PSD was found at channels X=Y=128 (The total number of
channels in use was X=Y=256, see §3.6).

d. A single channel corresponds to 0.2 mm.

e. An upper limit on the PSD spatial resolution was measured at the value of the
hole diameter i.e. 0.5mm. The MCP manufacturer ® gives a spatial resolution of
0.15mm. However, for the HDA spectrograph as a whole, the spatial resolution

"The hole diameter dimension was the smallest available at the machine shop.
8Gallileo Electro-Optics Corporation (now Burle Electro-Optical Inc.).
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is solely defined by the analyser resolution which was determined (by measuring
the FWHM of K-Auger lines) to be 0.7 + 0.06 mm (i.e. 3.5 & 0.3 channels).

PSD Image PSD Mask

e e 0o 0 0 o o
e e o e ° e @ o o o o
° o o,o,—. . o :‘b\o\o o e
e ¢ 0o p 0 0 0 0 0 o o \\o e o
. o/o'o e @ o 0o 0 0 o o .\o .
© e/e e 000000000 0
L] ‘ ® e o o o e o o o o L]
o'lo © e 0 0 0 0 0 0 0 0 o oo
eje o o e o O ® e 0 0 o0
ele ©o ¢ o ¢ 0 0 0 0 0 0 0 o0
e's e e e e 00 e 000 e doe
L] :\. ® 6 @ o o o o o o ./ L]
. o o o o e o 0o o ¢ .
Al 4
e e @ @0 0 0 0 0 0 9 o )
~ 7
® o ro e 0 o 9”0 o0
”””””””””””””””””” R EEEEEEEE
e @ o o L]

Figure 16: PSD spatial resolution study. [Right] The designed mask with oriented
small openings allows the illumination of the PSD surface only through these holes,
the dimension of which are an upper limit to the PSD spatial resolution. [Left] The
2-dimensional spectra showing the PSD area after illuminating it through the mask
openings using electron gun.

3.5 Electronics

In Fig. 17 the electronics diagram is shown. Approximately 1pC signals were decoupled
by the 1nF capacitors giving rise to small negative pulses of the order of 1mV. ? The
four capacitors, used for the four corner signals, were mounted on the same stand as the
MCP inside the vacuum, minimizing in this way any electrical noise that could be picked
up by the wires, in case the signal decoupling had taken place outside the chamber. The
mV signals were driven to the preamplifiers via coaxial cables. Preamplifiers (model
PC142IH ORTEC) and dual main amplifiers (model TC247 TENNELEC) were used
to produce the final bipolar pulses at the desired amplification, which depended on the
input signals of the ADC in use. For example, the AD811 ORTEC model accepted up
to 4 Volts peak-to-peak signals while the 7164 PHILLIPS model up to 10 Volts.

3.6 Data Acquisition System

The data-acquisition system used at the J. R. Macdonald laboratory is a VME-based
system. Its main hardware components are the CAMAC subsystem, the VME front-

9Note that ~107 electrons which is the output saturated pulses of the MCP equals ~1pC.
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Figure 17: The Electronics Diagram. PG: Pulse Generator, PA: PreAmplifier, Dual
Amp: Dual Amplifiers, TFA: Timing Filter Amplifier, CFD: Constant Fraction Dis-
criminator, GDC: Gate and Delay Generator, ADC Analog to Digital Converter, 7:
m-filter for electronic noise reduction.

end and the back-end host computer. The basic VME front-end consists of a VME crate
with one Motorola MVME167 68040 CPU module and one CES CBD-8210 CAMAC
branch driver module. The back-end host computer is a VAX station 4000/96 running
the XSYS data acquisition software package (Indiana University Cyclotron Facility).
Event data may be recorded on a tape or a disk drive attached to the back-end host
computer.

The signals from the four corners of the PSD were digitized at the ADC and their
pulse height distribution was obtained. The pulses heights were digitized and dis-
tributed in 2048 channels as shown in Fig. 18(a)-(d). It is essential to produce good
quality pulse height distributions. Typical electron distributions show a very sharp rise
and a long tail (i.e. most electrons give rise to small height pulses, since electrons have
lower ionization ability on the MCP dynode surfaces than the ions). The good quality
of the PSD image depends primarily on the amplification at the MCPs (i.e. saturated
operation mode). Noise elimination and proper thresholds (Constant Fraction) set in
the electronics are of considerable importance too.

The position information (X,Y) is derived from the four corner signals (X7, Xy, Y}
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Figure 18: XSYS Data Acquisition System output. (a) — (d) The four PSD corners
pulse height distribution signals. (e) The pulse height distribution of the sum of the
four signals. (f) The PSD image constructed from the four PSD corner signals. (g)
Projection of the PSD image along the focusing axis. (h) Projection of the PSD image
confined by the gate along the dispersion axis.

and Y3) according to the formulas: [55]

X1+}/1 XQ"’}/I

= , Y= (26)
Xi+ X0+ + Y, Xi+ X0+ + Y,

Therefore a two dimensional image is constructed from the four corner signals,
showing the information of the electron position detection of Fig. 18(f). The dimension
of this 2D array was chosen to be 256 x256, which was found adequate without taking
up too much disk space. °

As it will be shown in §4.2.4, due to the double focusing properties of the HDA, the
electrons are detected along a narrow strip on the PSD surface as shown in Fig. 18(f).
One could argue that the use of a 2D-PSD instead of a 1D-PSD — since electrons are

10Tt has been mentioned that the FWHM resolution was measured to be 3.5 channels when an array
of 256256 channels was in use. The use of an array of 128 x128 channels would result in a FWHM of
1.75 channels, degrading in this way the energy resolution, as the whole peak would be detected only
in three channels, which is not adequate. On the other hand a choice of an array of 512x512 would
result in much larger space consumption both in hard disk and memory.
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focused on a narrow strip — is not really essential. However, during the development
and mastering of the detection system, the two dimensional information was very
helpful in understanding the origin of the background spurious electrons, detected
all over the PSD area, especially in high resolution mode. Methods of background
minimization and background corrections on the raw data, are described in chapter 6.
A one dimensional detector would give very poor information on facing the secondary
electron emission problem. In addition, the correct circular image of the 2D-PSD is
considered as a sensitive test for checking proper setup operation.

The length of the strip is the dispersion (energy) axis while the width depends
solely on the focusing quality of the analyser. Assuming that the magnification of the
hemispherical analyser is one, the width would be equal to the focusing trace of the
electron beam image at the exit of the lens (entrance of the analyser). A projection of
the whole spectrum along the Y-axis (focusing axis) gives a distribution of the FWHM
which can be viewed as the parameter needed to be minimized in order to achieve good
focusing conditions. As it will be explicitly shown in chapter 6.2.1, more parameters
are needed to be studied for optimum focusing conditions.

The spectrum is obtained by setting a gate around the upper and lower ends of the
strip width, and projecting the points summed along the y-channels per x-channel, onto
the dispersion axis as seen in Fig. 18(h). The strip width limits shown in Fig.18(g),
corresponds to less than ~5% of the maximum height of the distribution projected
along the focusing axis, when the spectrograph is run in the low resolution mode. In
high resolution operation mode the situation is more complicated and is described in
detail in chapter 6.4.

All the above data manipulation was done using the XSY'S software data acquisition
package. Basic data acquisition codes specialized for the 2D detection were built, in
addition to FORTRAN codes, which helped with the software control of the power
supply voltages and the general manipulation of the measurement. The “raw” data
were seen on the computer screen the way they are presented in Fig. 18. All the
information needed for the proper operation of the system is available in this figure,
while most of the changes that can take place during the experiment are computer
controlled. Thus, the detecting system is largely automated and the experiment can
be run easily even by only one experimenter.

3.7 Dead Time

Every ADC requires a certain time to digitize the analog input signal in order to send
it to the next level of acquisition, i.e. the front-end computer. The time needed for this
conversion process, which is independent of the input signal amplitude and proceeds
in parallel for all the ADC channels (inputs), is called “dead time”, due to the fact
that, a pulse will not be counted if it arrives during the conversion time interval. For
example the digitization time of the AD811 ORTEC is 80us, while the PHILLIPS 7164
is 7.8us. In addition, the data acquisition system itself also has dead time. The dead
times involved in the measurement are the following:
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e Front end processor overhead: 29us
e Time per CAMAC command: 2.5us
e Transfer time for word to VAX: 1.6us

Four parameters are read from the ADC (the signals of the four corners of the resistive
anode) and thus the dead time of the data acquisition system is: 29 + 4x(2.5 +
1.6) = 45.4us. Use of the AD811 ORTEC ADC would increase the dead time up to
125.4us, while the 7164 PHILLIPS ADC up to 53.2us. The maximum count rates
arising from the previous cases are 8kHZ and 19kHz respectively, assuming that the
events are regular. However, the random nature of the real events reduces substantially
the maximum count rate. In the case of the 7164 PHILLIPS ADC in real experimental
conditions, the count rate was limited down to 2kHz in order to have a dead time of
less than 30%. In Fig. 19 the experimentally measured DTC (see §7.2 for details) is
plotted as a function of the count rate.

In order to measure absolute cross sections the knowledge of the total dead time
of the data acquisition system is needed. For this an output NIM signal from the
Discriminator was used to monitor the real count rate through a CAMAC scaler, which
counts up to several MHz without any dead time. (The scaler is reading each pulse
and every bsec it provides the data to the computer while it is still accumulating new
data). The ratio of the total counts of the scaler to the total counts of the ADC gives
the dead time correction (DTC) that can be used to correct the data (see §7.2) .
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Figure 19: Dead Time Correction (DTC) as a function of the count rate. PHILLIPS
7164 ADC in use. The count rates used in most of the measurements are noted (dashed
line).
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Table 2: Basic geometrical parameters of the ZAPS setup (see Fig. 13).

Quantity Symbol Value
Outer radius R 72.4 mm
Inner radius R, 130.8 mm
Paracentric entry Ry 82.6 mm
PSD diameter dpsp 40 mm
Gas-cell length L 50 mm
Gas-cell apertures diameters

(Ion beam entry-to-exit) 1.5, 2.5, 2.5, 3 mm
Gas-cell to lens entry distance 1 264 mm
Lens entry aperture diameter dre 4 mm

Lens exit aperture diameter 6 mm
Analyser beam exit aperture diameter 9 mm

Full angular acceptance [: arctan (dLTEﬂ A6 0.868°

Full acceptance solid angle l: %1 A 1.8-10"*sr
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4 The paracentric HDA: 1. Ideal 1/r potential -
Theory

4.1 Introduction

A brief overview of the hemispherical deflector analyser (HDA) will be given below. The
citation to references below is only indicative since HDAs became common experimental
utility in the last forty years and a full description of the subject is beyond the purpose
of this chapter.

Purcell [56] first studied the paths of charged particles traversing a portion of an
ideal (no fringing fields or perfect 1/r potential) spherical condenser. The velocity
dispersion properties along with the relativistic approach of the problem are discussed
in his paper. Ever since, the hemispherical version of the condenser became very
popular - due to its advantageous focusing properties and rugged construction - in
electron spectroscopy, and many hemispherical spectrometers were studied and utilized
in experiments.

Kuyatt and Simpson [57] developed an electron monochromator design based on
a hemispherical analyser. The choice of the slit width and electron energy at a given
energy resolution for maximum current were investigated in their paper. Their choice of
equal size entrance and exit round entrance apertures instead of slits, with dimensions
satisfying the restriction a?> = w/2R (where «a is the pencil angle, w the aperture
diameter and R the analyser radius) became the standard criteria for HDA designs.

Paolini and Theodoridis [58], and Kemeny et. al. [59] reported on the transmission
properties of spherical plate electrostatic analysers. Roy and Carette [60], [61] included
the hemispherical spectrometer in their method of calculating the energy distribution
of electrons selected electrostatically. Heddle [62] reported on the comparison of the
étendue (the product of the entrance area and solid angle) of electron spectrometers
including spherical plate analysers. Polaschegg [63] reported on the features of the
spherical analysers with and without pre-retardation. He also reported on the study of
the energy resolution and the intensity behavior of the spherical analysers as a function
of the entrance parameters. [64] Imhof et. al. [65] studied the energy resolution and
transit time spread in the hemispherical analysers involved in coincidence experiments.
Kevan [66] also reported on design criteria for a high-resolution angle-resolving HDA.

Hadjarab and Erskine [67] reported on the image properties of the HDA used with a
position sensitive detector (PSD), replacing in this way the commonly used exit slit with
a large area detector. A double-stage spectrograph consisting of two HDAs has been
reported by Mann and Linder [68], and Baraldi and Dhanak [69]. Page and Read [70]
investigated the energy non-linearity of HDA when used with a multi-detector anode
or PSD.

For a general overview on dispersive electron spectrometers, the reader is referred
to the reviews in references [71-73].

In the previous references, the HDA was studied as if the electrostatic field was
ideal, i.e. fringing field effects, primarily present at the HDA entry and exit, were not
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taken into account. However, for HDAs used with large PSDs, fringing field effects
become important, resulting in departures from the spectrograph properties predicted
for ideal fields theoretically. In the literature different schemes for treating the fringing
field effects are reported. See for example references [67,74-79].

All studies to date, have basically treated the specific case of a hemispherical spec-
trometer constructed with the entry and exit apertures placed at the mean radius of
the analyser opening (i.e. for radii Ry and Ry the entry Ry is placed at the position
Ry = R = (R + Ry)/2). In all these cases the potential value V; for the circular
equipotential line is assumed to be zero, while the orbit followed by the particles inside
the HDA is circular. Analysers whose exit due to geometry limitations could not be
placed at R have recently been reported in the literature [80].

In this work the more general case of an HDA in use with a large PSD with para-
centric entry (i.e. Ry # R) and non-zero (Vy # 0) entry potential value is studied
in detail. The paracentric entry and non-zero entry potential value are considered as
free parameters which can be varied, in order to investigate the general focusing and
dispersive properties of the HDA. Results are tested on well-known formulas from the
literature, which arise as special solutions of the new generalized case. Search for fa-
vorable values of the free parameters which optimize the focusing properties are also
included in the study, indicating improved focusing properties of the paracentric HDA
over the conventional. Theoretical calculations are also accompanied by results on
SIMION simulations and experiment (whenever available), for comparison.

The model spectrograph investigated consists primarily of an HDA, a system of
electrostatic lenses and a large (40-50 mm diameter) PSD. The use of such a PSD
allows for the detection of a whole energy range of particles simultaneously, reducing
substantially the acquisition time of the spectrum. The electrostatic lenses are used to
focus the charged particle beam at the entrance of the analyser, while at the same time
decelerating (or accelerating) the particles from an initial energy T to a final energy
t, prior to entering the analyser. The use of such spectrographs is quite common in
fields such as electron spectroscopy for chemical analysis (ESCA) [15], time-resolved
electron energy loss spectroscopy (TREELS) [16]. Its use, however, in ZAPS requires
some special considerations, which are studied here. The spectrograph performance to
date for ZAPS use has been reported in various conference proceedings [81-83].

4.2 Motion of a charged particle in an ideal 1/r potential
4.2.1 Definitions

The HDA model under study is shown in Fig. 20. The analyser consists of two co-
centric hemispherical plates of inner and outer radii 2y and Rs, respectively. The center
of the hemispheres is set as the origin of the coordinate system. A paracentric entry
is located at distance Ry, while a PSD is placed at the HDA exit centered at distance
R: = R = (R, + Ry)/2. A cylindrical lens system is mounted with its optical axis
centered at the paracentric entry for focusing and deceleration purposes. A particle of
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e orbit

Figure 20: Schematic diagram of the hemispherical deflector analyser geometry.

charge ¢, mass m and initial kinetic energy 7T is ejected at zero potential far from the
spectrograph. Prior to entering the analyser it passes through a deceleration/focusing
stage (e.g. lens system) which can change its kinetic energy to ¢ such that:

t=T-qV, (27)

by applying a potential V), on the last electrode of the deceleration stage. When
deceleration is not required, V, is set to zero (V, = 0). However, when deceleration is
used V), is the voltage upon which all analyser potentials are referenced to.

The particle enters the HDA at a point 7 (in the vicinity of Ry) with kinetic energy
t and polar angle a. Actually, since the particle is ejected in three-dimensional space, it
enters the analyser at an azimuthal angle 5 also. However, as it will be shown in §4.2.4,
[ just rotates the motion plane around the axis defined by the entrance point 7y and
the center of the analyser (see §4.2.4). This is the reason why it is not included in Fig.
20 which shows the motion in the orbit plane only. The particle follows a trajectory
specified by r(f) and exits at r, after being deflected through an angle Af = 7.

A set of parameters, variables and formulas will be introduced here for convenience
and will be used in the next sections.

The analyser potential V' (r) is ideally given by:

Vi) =V(r)+V, (28)
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where the symbol V (r) is used as a shorthand for the frequently appearing quantity:

V(r) = —% +c (29)

The symbols Vi = V(R;), Vo = V(R,) and the corresponding Vi, V, are reserved
for the inner and outer hemispheres, respectively. Also the symbol Vj = V(R,) and
the corresponding V is reserved for the value of the potential at the entry R,. Finally
the quantities AV =V, — V) = Vo — V; and AR = Ry — R, are defined.

When the analyser is “tuned” to the energy w, an electron with kinetic energy
t = w can be made to follow a particular reference trajectory known as the central
trajectory, in which case the particle is also referred to as the central ray.

For analysing systems with deceleration, as in the present system, one may define
an “undecelerated tuning energy” W (using Eq. 27):

W=w+qV, (30)

and the deceleration ratio F': W
F=— (31)

w

so that a central ray with kinetic energy W far from the spectrometer (at “infinity”)
undergoing deceleration with factor F' will have the energy w just prior to entering the
hemispherical analyser. The “reduced” pass energy 7 is also defined as:

;= %:F(%—I)Jrl (32)

which may also be expressed in terms of the undecelerated quantities, 7', W and the
deceleration factor F'. Finally, the independent parameter v by which the potential set
on the analyser is controlled:

qVo—V,)=qVo=(1-y)w (33)

and the parameter

2
Il
|

(34)

&

are also defined.

4.2.2 Derivation of the charged particle trajectory

The motion of a charged particle of mass m and charge ¢ in a central potential V(r),
is always motion in a plane. The problem is equivalent to the extensively studied “two
body” problem. The general solution along with its properties can be found in most
of the undergraduate textbooks of classical mechanics. Here, following the formalism
of Goldstein’s textbook [84], the solution of the orbital motion will be derived in brief
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steps. The fixed center of force, which corresponds to the potential, will be taken as
the origin of the coordinate system.
Expressed in plane polar coordinates the Lagrangian is:

1

L= 3 (12 +120%) — qV (r) (35)
The Euler - Lagrange equations of motion are:
d (0L oL d 9
d (oL\ oL ) o O0V(r)
£<E)—§ = 0= mi—mrf = —q R (37)

Integrating the equations of motion (36) and (37), the first integrals of motion (con-
served quantities) are obtained:

(36) = mr20 = const. = L (38)
1 ., 112

L is the magnitude of the angular momentum of the system !! while E is the total
energy. Two more integrations are needed to solve the equations of motion, since there
are two variables, r and . It can be shown ( [84] pp 75-87) that the equations (38)
and (39) can be integrated, giving:

T dr
9:/ \/2 E  2mqV(r) 1
To 2, /2mL mqvr

+0, (40)

L2 L2 72

where 7y and 6, are defined by the initial conditions. This is the most general solution
of the equation of motion. Replacing in Eq. 40 the general central potential V(r),
with the electrostatic potential of a spherical capacitor of the form of Eq. 28, the final
solution of the particle orbit inside a spherical analyser is obtained ( [84] pp 94-98).

L2
r(0) = mak = P 41
) 14+4/1+ qu',f; cos (0 —0) 1+ecos(d—0) )

Eq. 41 is the general solution of a conic section with one focus at the origin. Latus
rectum p and eccentricity € are given by the Eqs. 42 and 43, respectively.

L2

_ 49
P= (42)
OF'L2
_ 43
€ e (43)

" The spherical symmetry of the system implies the total angular momentum of the system L =
mr X T to be conserved. Therefore L is always perpendicular to the plane of motion.
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E' is a quantity with dimensions of energy which defines the nature of the orbit by
defining the magnitude of € (i.e. for ' < 0 = € < 1, and the orbit reduces to an
ellipse). E’ is defined from Eqs. 28 and 39 as

1 ., 1 1IL2 k o

§m7" +§W_ ;:E—QC—Q%:E (44)
In the case of the elliptical orbit - which is the case of a charged particle orbit inside
the spherical analyser - Eq. 41 reduces to

a(l —é?)
0) = 45
() 1+ecos(0—6,) (4)
where @ is the semi-major axis given by:
qk
=— 4
“T Taop (46)

4.2.3 Initial & boundary conditions

To further define the elliptical trajectory, the four constants, resulting from the two
integrations of the initial equations of motion (36) and (37), must be related to ex-
perimentally controlled ones. These are the initial kinetic energy T, the polar angle «
(defined by the spectrograph acceptance solid angle) and the entry point rq. As it will
be shown in this chapter, the forth constant 8, simply defines the orientation of the
orbit relative to the analyser coordinate system and it is the only one that explicitly
appears in Eq. 45. The initial kinetic energy T is related to the constant E’ (see Eq.
182) and therefore to the semi-major axis a. The polar angle @ and the entry point
To, are related to the angular momentum L and therefore the eccentricity €. Therefore,
only the 6, constant needs to be determined explicitly.

Using the initial position and velocity specification: 2

_ . p
ro=7(f) = 1+ ecos(fy — 6.) (47)
7o =7(6) = q—iﬁ sin(6y — 6,) (48)

the following relations for the sin(6y —0.), cos(fy — 6.) and tan(6y —6,) can be obtained:
[85]

sin(fp —6.) = — 49
in(ty—0) = = (19)
P _
cos(bp —0.) = °— (50)
€
Lry
tan(6g — 0.) = ——— o1
( ) HZ 1) (51)
12Eq.48 is proved using the relation 7y = 6, % |r:r0 6= and the identity 3% (%) = —T%%
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Keeping in mind that v = v,7 + vgé, it is clearly seen from Fig. 20 that the radial
velocity component v, may be written as:

To = Uy = Vg SiN @ (52)
Also the magnitude of the angular momentum can be written as:
L = |L| = |mry x vo| = |mrqug sin (g + a)| = mrovg cos a (53)

Using Eqgs. 49, 50 and 51 in combination with Eqs. 52, 53 and 42, the elliptical
trajectory of Eq. 45 can be written as:
To To
— = —|l+e€cos(f — 0, 54
- . [ ( )] (54)

To tan «

= —4 — 0 — 0, 55
P + sin(fy — 6.) cos( ) (5)

Both 6y and 6, are functions of the entrance angle a. However, since only the difference
0y — 6. is important their values can be set for convenience. 6y = 0 is a convenient
choice for the hemispherical analyser under study, since it implies the starting point of
measuring the angle 6, to be the entrance of the analyser. With this choice and using
Eqgs. 49, 51, 52 and 53, Eq. 55 is finally written as:

To To .

— = — (1 —cosf) +cosf — tanasinf (56)

Ty p
Eq. 56 is the well-known form introduced by Purcel [56] and discussed in more detail
by Rudd [86], Hadjarab & Erskine [67] and Louette et al. [87].

Taking into account the boundary conditions on the plane separating the analyser
from the lens, forming in this way a potential step, it may easily be proven (see appendix
E.1) that the energy is conserved in going across the boundary, resulting in the following
relation:

E'=t—qc=T —qc—qV, (57)

where E’ is the total energy inside the analyser found to be conserved in Eq. 44 and
is negative for bound motion. It is seen from Eq. 57 that the two total energies T and
E' just differ by a constant. Energy T is referred to zero potential, while E’ is referred
to the potential ¢(c + V) as seen from the definition of the potential V' (r) in Eq. 28.

However, the angular momentum is proven (see appendix E.2) not to be conserved
across the boundary. The two angular momenta L*? outside the analyser'® and L?
inside the analyser are related as follows:

L?— 12 = —2mriqV(r) (58)

13The symbol * is reserved for marking quantities inside region of potential V,, to distinguish from
quantities inside region of potential V(r).
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As it is shown in appendix E.2, a refraction law for charged particles, analogous to
Snell’s law for light, exists. The discontinuity effects across the sharp potential bound-
ary at @ = 0°, with the exceptions of some references (e.g. [56,65,67,88]), where they
are briefly mentioned, have not been well treated in the literature and have contributed
to some errors.'* However, in most cases using conventional HDAs, the entry voltage
is zero (‘70 = 0 or 7 = 1), the entry slits are very narrow and thus, o* is rather small
making the effect of refraction negligible.

Using the previous results the most general form for the charged particle trajectory
inside a non-conventional hemispherical analyser is written as: (see appendix E.3)

k 1—cosf tan o* sin @

o gk (ocosh) g tanetsind (59)
To 2t7"0 (]_ _ %) COS2 a* 1 . qV(’I‘o)
t cos? a*

This new result was published in a recent paper. [85]

4.2.4 Focusing conditions of the ideal HDA

The focusing conditions of the ideal hemispherical analyser are directly obtained by
expanding the elliptical orbit equation (Eq. 56) to second order in v around o = 0. 1%

ro gk~ (2trg —qk) cosf
re 2trg

gk (1—cosb) o2
2t7"0

— (sinf) a + (60)
The first order term in « is readily seen to be zero for # = 7 and thus the hemispherical
deflector analyser (HDA) is said to focus to first order for a deflection angle of 180°.
Particles that enter the HDA with the same radius » = ry and the same energy but
different angles «, after a deflection of 180°, will all lie on radii r, = r(6 = 7, ), which
will only differ to second order in a.

The most important feature of the HDA is its all order focusing at § = 7 for the
azimuthal angle 5. A simple explanation of this statement is the following: The plane
of the elliptical orbit is defined by the origin of the central potential - which is actually
one of the foci of the orbit - and the particle position vector ro. Therefore the ellipse
must lie on a plane which intercepts the plane defined by the detector surface across
a line which connects the entrance and exit points 7o and r,, respectively (see Fig.
21). This should be true for all angles 3. Consequently, particles initiated at the same
energy t, the same polar angle « but different angles 3, will reach the analyser exit at
exactly the same point.

The image of the particles on the detection plane is visualized in Fig. 21, while a
3-D plot [85] of a charged particle orbit inside the HDA is shown in Fig. 22. Since

14Gee for example the erroneous result obtained by ignoring refraction for the angular momentum
in Eq. 7 in Ref. [58] compared to our Eq. 187 in appendix E.

15 Alternatively, one may use Eq. 59, written in terms of the incident (unrefracted) angle a*, to
show that the focusing condition still remains the same, i.e. first order focusing (in o*) takes place
for a deflection of 180°.
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Figure 21: Detection plane of hemispherical analyser.

the entrance point rq, the center of the analyser at O (one of the foci of the elliptical
motion) and the exit point 7, must lie along the same line, the trace along the PSD
can be constructed by extending the line 7y - O to the point r;, where the range of
the trajectory ro + r, is determined by the initial kinetic energy ¢ and the azimuthal
entrance angle a. Therefore, a beam of particles entering the analyser with a wide
spread in kinetic energies will be detected at the PSD along a strip, as shown in Fig.

21 (see also the experimentally obtained image in Fig. 18).

Choosing the XY coordinate system for the detection plane as shown in Fig. 21,
the following relations are derived between the x and y coordinates of the entry and

exit particle positions:

rg = \/$(2J+?J§

Yo
tan®, = —=—
Zg

Tpr = 7. cos Pg

Yor = —TrSinPq

from which it becomes clear that the hemispherical analyser inverts the image.
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Figure 22: 3-D orbit in HDA: Charged particle enters at P and exits at M with o =
—30°, 8 = —=50°, v = 1.5, 7 = 1.16 and w = 1000 eV. XYZ is the fixed laboratory
frame, while xyz is the relative reference frame traditionally used to describe the orbit
in terms of angles a and 5. The entry velocity vy and eccentricity € are also shown.
From Zouros et al [85].

4.2.5 Spectrograph basic equation

Since the HDA focusing properties can be studied only from the ray trace on the exit
plane, an expression which gives the position of the particle at the image (exit), as a
function of its position and direction at the object (entrance) and its pass energy T
would be very useful. This equation can be derived from Eq. 202 (appendix E) by
setting # = 7 after some straightforward algebra as follows: [85]

Ry (1+¢)
1+$(1—TCOS2C¥*)

Te = —To + (65)

This kind of equation is known as the basic equation of the spectrograph. The
equation can also be written (in terms of potential constants & and ¢) in the form

(66)
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or may be rearranged into the usual form:

(’I‘W—Rﬂ—) (To—RU) 1 1
= - _(1+_) £ 2.2 3 .. 9
1+ > sin a*—(T—l);(l—sm a*)

The form of Eq. 67 is the extension of Eq. (8) of Hadjarab and Erskine [67] to the
more general paracentric case.'6

Eq. 65 shows that the range of the electron trajectory inside the analyser (i.e. the
sum 7, +7) is a universal function of the “reduced” pass-energy 7 and the incident angle
«. This, universal scaling with 7 is particularly useful during the energy calibration
of the spectrometer since different energies T and deceleration factors F' must all fall
on one universal curve dependent on 7, avoiding the tedious task of calibrating the
spectrometer for all combinations of F', T" and W used.

4.3 Analyser Voltages

The voltage scheme V; and V5, applied on the inner and outer spherical shells of the
analyser, respectively, is actually a function of the tuning energy of the spectrome-
ter. The determination of the voltages is based on the concept of “central” ray, in
a straightforward way. The entry and exit points are specified. For these points, a
central or reference ray with o = 0 and pass energy ¢, set to the analyser tuning energy
w, i.e. t = w, is decided. [71]. These conditions are adequate to define the proper
potential applied on the analyser. In this study, the central ray is defined such that a
charged particle enters at r = Ry (i.e. 7o = Ry) and exits after a deflection by 180° at
r= R = (Rl +R2)/2

Applying voltages V; and V5 on the inner and outer spherical shells of the analyser,
respectively, the expressions for £ and ¢ are obtained:

RoVo— RiVi (. RoVh— RiVh

©T AR 7 AR (©3)
AV AV
E = A—RRI Ry = A—RRl R, (69)

Substituting £ and ¢ from the expressions above into the spectrograph basic equation
Eq. 66, the central ray case reduces to:

qAV R1 R2

R,=—-Ry— — =
gViR, —qVo Ry +wAR

(70)

Furthermore, for a pre-specified entrance potential Vj (see Eq. 28), after substitution

of k and ¢ in terms of V; and V5 from Eqgs. 68 and 69, V is written in terms of V; and

Vs:

(Ry — Ro) R\ Vi + (Ry — Ry) R,V
AR Ry

16Clearly, with the identification of {, = (r; — R,)/Rx, (o = (ro — Ro)/Ro, AE/Ey = 7 — 1 and
& =~ =1 applicable in the case of a conventional hemispherical analyser their result is obtained.

Vo= (71)
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and - ~
V= (Ry — Ro)RiVi + (Ry — Ry) Ry V5

AR Ry
Finally, solving Egs. 70 and 71 for V] and V; the voltage equations are obtained: [17,81]

Ro(R: + Ry — R;)

+V, (72)

@Vi=qVy+w+[qg(Vo—V,) — w] RR, i=1,2 (73)
or expressed in terms of the V potentials:
WVi=w+ (qTy—w) Dt R )y (74)

Rﬂ Rz

which uniquely determine V; and V5 in terms of potentials Vj, V), the tuning energy
w and the “central ray” positions of the entrance Ry and the exit R,, respectively.
This is the most general formula for the voltages from which all specific cases can be
derived.

6 I T T T T I T T T T I T T T T I T T T T I T T T T
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Figure 23: Reduced voltages Vi /W (top) and Vo/W (bottom) applied on the HDA,
plotted as a function of parameter v for different £ values.(q = -1, V, = 0V))
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The potential energy difference ¢AV is:

JAV — <1> (1+¢) R, ARw (75)

§ £ R

from which a spectrometer constant f can be defined to be:

_ AV _1/(y) (1+§
f—qw = <§> ¢

2
where fo is just the spectrometer constant of the conventional hemispherical analyser,
ie. Ry=R=R, with 1y =V, (y=1):

= (76)

AR _

= 2R 77
Jfo Rk (77)

The constant of the analyser f is actually a number which determines the gradient
voltage value applied on the plates, for tuning the spectrometer at a given energy ¢t = w.
This number was introduced in the past for convenience, since in most spectrometers
it uniquely defines the voltages set on the analyser as a function of w (see for example
[89]). However, in the paracentric HDA case, f does not determine the voltage values
V1 and V5 uniquely, since the information on V; (or 7) value is also needed. Therefore
f is only a qualitative number describing the actual potential gradient between the
hemispheres. 7

In Fig. 23, the reduced voltages Vi /W and V5 /W applied on the HDA are plotted
as a function of parameter v for different £ values. The proper choice of analyser
voltages will be discussed in §6.2. It is worth mentioning at this point, however, that
an experimentally desirable feature is the detection of the charged particle of energy
T = W at the lowest possible voltage!®.This is the reason for showing in Fig. 23 the
case of Vi =W (for q = -1).

4.4 Properties of the hemispherical deflector analyser

Next, the basic properties of a hemispherical spectrograph are studied through the
theoretical predictions based on the previous analysis. In most cases, the predictions
are compared to the results obtained by the SIMION ion-optics simulation program,
and the experimental data obtained from the use of the paracentric hemispherical spec-
trograph, studied in this report. The treatment of an ion-optics problem in SIMION

I"Instead, two analysers constants f; and f referring to voltages V; and V5 respectively, could be
defined, which, to my opinion should be avoided since it does not simplify the problem of voltage
application on the plates.

18Tt is important to use as small as possible voltage values on the analyser electrodes (relative to
a certain tuning energy W), as higher energy regions become accessible in this way for the same HV
power supply. Furthermore the avoidance of voltage breakdown along with the lower cost of smaller
voltage output power supplies, contribute to this argument.
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would unnecessarily complicate the presentation at this point, and therefore is not
treated here. The same holds for the recording experimental procedure and further
analysis of the “raw” data. Therefore, only the final results will be presented in this
chapter, in order to be compared to the theoretically obtained ones and be commented
further. The reader is referred to chapters 5 and 7 for further insight on either SIMION
or experimental techniques, respectively.

4.4.1 Magnification, dispersion and angular aberration

All the spectrograph properties may be obtained from the radial exit equation given
in either of the forms of Egs. 65 or 66. For the sake of simplicity the symbol of o* will
be replaced with plain « from here on. Thus, Eq. 66 is re-written as:

qk

_ 78
qc—tcos?a (78)

Tn = —To+

In general, the Taylor expansion of the exit position Ar.,;; up to first order in energy
and up to the second order in the angular terms takes the unique form for electrostatic
spectrometers: [71,73,90]

At
ATegm't = MArentry + DT + P1CY + PQO(Q 4+ ... (79)

In particular, for the HDA, a Taylor expansion of 7, in Eq. 78 to first order in Ar,,
Ary, At and to second order in « gives:

Ary, = r(@=7,Ro+ Arg,a,t + At) —r(0 = m, Ry, = 0, 1) (80)

At
e MAT0+DT+P1(X+PQOZ2 (81)

where
M = -1 (82)
kt
p = 15 (83)
(ge—1)

P = 0 (84)
P, = -D (85)

Here M is the HDA linear magnification, D the dispersion and P, the polar angular
aberration or trace width [73] of the hemispherical analyser. It is seen that the magni-
fication M is always a constant, inverting the image, while the polar aberration term
P, is always equal and opposite to the dispersion D. These properties are thus seen to
be generic properties of any HDA independent of the type of central trajectory chosen.

The dispersion definition in the case of spectrographs with fixed voltages differs
from the one valid for spectrometers, where the spectrum is obtained by scanning the
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analyser voltages. According to Afanas’ev [71], “the dispersion is the magnitude of
the image displacement caused by a slight change in the tuning energy, divided by the
relative energy change, for a monoenergetic source”. Following Afanas’ev notation:
D = E (dz/dW)|o.r

In cases where the spectrum is obtained at constant tuning energy (a part of the
spectrum is recorded simultaneously over the PSD area) the dispersion can be redefined
as the magnitude of the image displacement caused by a slight change in the initial pass-

energy, divided by the relative energy change, for the initial pass-energy. According to
this notation, D is written as:

dr
D=t]|—=%
ldt ]rﬂt (86)

Substituting in Eq. 83 the expressions for £ and ¢ from Eqgs. 198 and 199, dispersion
D takes the following form:

o T(14¢)
BT T 0

w
o

Dispersion D/ R

Figure 24: 3-D graph of the dispersion D as a function of the reduced pass-energy 7
and the parameter v for different values of &.

The dispersion D in Eq. 87 is seen to be a universal function of the “reduced”
pass-energy 7 and thus will vary across the length of the PSD with energy. In Fig. 24,
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the dispersion is plotted as a function of the reduced pass-energy 7 and the parameter
v for different values of £. It is seen that the dispersion increases with increasing initial
kinetic energy, as expected, through the dispersion definition (Eq. 86). The dispersion,
which is the most important parameter in the energy resolution definition, is seen
to depend on the electrostatic field and geometry parameters v and & respectively,
and therefore can be manipulated through them, for achieving the optimum energy
resolution. For a more detailed analysis and discussion on the dependence of the
dispersion properties on v and &, see appendix E.4.

4.4.2 Energy resolution

A hemispherical spectrograph with a PSD will have a minimum position resolution Ar,
along the dispersion direction. For a slit spectrometer, Ar, is the exit slit width along
the dispersion direction. Thus, the spectrometer base energy resolution R, will be
the maximum energy spread, in the energy of the analysed particles that make it into
Ar,, centered at 7., from anywhere within Arg, at any permissible angle o. The base
resolution R, is written according to the basic equation of the spectrometer, Eq. 81:

At AT Arg+ Arg 9
:—:—:7_‘_0{

R
b t T D

(88)

Depending on analyser parameters, the analysed line shape very often has a long
tail to it, and thus the resolution at FWHM is usually smaller or equal to half the base
width [61], i.e.

1
Rrwmam < in (89)

In systems with a deceleration stage, it is the overall resolution R, = % of the
spectrometer plus lens system that is of primary importance. Using Eq. 32 &, is

written:
AT AT < T >

R, =— = S —
b T+ F—1

T T (90)

A focusing and decelerating system of lenses is usually implemented into the spec-
trograph, to provide control over the optical properties of the charged particle beam,
prior to energy analysis. The particle beam emanates from the target area of diameter
d, at maximum half-angle «, (the “pencil” angle) and energy T'. The beam is focused
at the entrance of the analyser illuminating a disk of diameter d;, entering at maxi-
mum half-angle «; and energy ¢ (see Fig. 25). In this case, the law of Helmholtz and
Lagrange requires: [91,92]

Oéodo\/T = Oézdz\/l_f (91)

This equation can also be written as

T
My M| =[5 (92
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where |M;| = (‘ii—i and |M,| = 4% are the linear and angular lens magnification terms,
respectively.

Identifying, the HDA entrance angle a with «a;, Ary with the electron beam radius
%i at the image and setting a, = dé—f, where [ is the mean distance of the object (target)
to the entrance of the lens and dpg is the diameter of the lens entrance aperture (see

Fig. 25), then the entrance angle « is written as:

1/dig\°T
2 _ - LE -
“ = 4<MLZ> f (93)

Lens

0od, T [_—l_

PSD

KN
Lens Exit

Lens Entrance

Figure 25: Lens geometry and focusing parameters: «, and d, are the object half-
angle and diameter respectively, of the electron bundle, originating from the target
area (object) at energy 7. Following focusing and deceleration in the lens, the electrons
exit the lens and enter the analyser at energy ¢, half-angle «; covering a disk area of
diameter d; (image).

Upon replacing o? from Eq. 93 into Eqgs. 88 and 90 it gives:

LMy ld, + Ar, 1 d

W= L|D+ - <%>+Z(A;LEZ)2 (94)
(LMpldy+ Ary) AU+ 50=7) 1 dpp
0+ oR G F-1) 3G (95)
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Eq. 94 shows that the resolution for fized lens magnification M, cannot be improved
infinitely by increasing the deceleration factor F', but is eventually limited by the term

i(MLLlV which is directly traced to the angular term o? in the resolution expression

(Eq. 90).

In Fig. 26, a 3-D graph of the overall base-resolution as a function of the reduced
pass-energy 7 and v, for different values of £, reveals the improvement of the resolution
for paracentric entries with & > 1. This graph, as the rest presented in this chapter
(or related appendices), refers to the resolution properties of the particular geometrical
conditions of the paracentric spectrograph with dy = 2.5 mm, d;p = 4 mm, [ = 264 mm
and Ar, = 0.2 mm' studied in this thesis.

Overall Base-Resolution £ (%)

1.10

2.0 0.90 t

Figure 26: Overall base-resolution as a function of the reduced pass-energy 7 and v, for
different £ values. In all three plots, the lens linear magnification and the deceleration

factor were set to unity, i.e. |[Mp| =1, F = 1 respectively. Note that paracentric entry
& > 1 improves the energy resolution.

It is seen that the resolution decreases with increasing reduced pass energy 7 (i.e.
increasing the initial kinetic energy T'), decreases with increasing & and increases with
increasing . These can readily be interpreted noting that resolution and dispersion
are quantities inversely proportional. Therefore, the interpretation for the dispersion

For PSD detectors using MCP’s with resistive anode, Ar, is close to ~ 0.15 mm(see §3.4).
However, in this analysis Ar, should be chosen as the distance occupied by one data acquisition
channel, and that should be close to the manufacturer’s specifications.
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behavior presented in appendix E.4, works also for the interpretation of the resolution
behavior.

In appendix E.5 a detailed study of the energy resolution properties is presented.
Here, theoretical along with experimental results on the mean overall base resolution
Ry, = Ny(7 = 1) as a function of the deceleration factor, are illustrated in Fig. 27
(left). It is seen that achieving small magnification factors |Mp| at small deceleration
factors F' is very important, as in this case high resolution modes can be avoided.
Also, it is seen that the experimental data, obtained according to the way described
in §6.2.2, show an improvement for the energy resolution for deceleration factors up to
F = 8. The agreement to the theory can be stated as satisfactory due to the presence
of fringing field in the real spectrograph, which seems to be the reason for the limited
deceleration up to F = 8.
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Figure 27: [Left] Plot of the mean overall base resolution as a function of the decelera-
tion factor for | M| = 1, |My| = 0.5, |My| = 0.75 and | M| = [Mpey| = 0.24 F5. The
importance of achieving small magnification factors | M} | at small deceleration factors
F is obvious. [Right] Overall base resolution R, = % as a function of the reduced pass
energy 7. Comparison between theory (ideal 1/r potential), SIMION simulation and
experiment. Deceleration factor was set to unity (F=1).

A comparison between theory, SIMION and experiment on the overall base resolu-
tion B, = AT/T as a function of the reduced pass energy 7, is illustrated in Fig. 27
(right). Qualitative agreement between SIMION and experiment seems to be reason-
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able. SIMION results were scaled by a factor of 0.54. Theoretical results for different
magnification factors were plotted in order to have an estimation of the value of this
quantity, as the experimental value of M can only be indirectly inferred, from the
width of the image on the PSD (see §6.2).

The deviation from the theoretical curves behavior is assumed to be due to effects
from the fringing fields. It should be noted though, that another factor which con-
tributes to the deviation is the use of the same lens voltages for the whole detected
energy range. The lens voltages are set so as to minimize the energy resolution of the
rays at energy i.e. T'= W. This means that other energies, T' < W or T' > W, will be
focused either before or after the lens exit, respectively, producing images correspond-
ing to |My| > |Mg|w, in general, where | M|y is the magnification factor for the rays
at 7" = W. This fact degrades the energy resolution at the edges of the PSD area.

4.4.3 Energy calibration

The energy calibration of the spectrograph is indispensable for the connection between
exit particle position and its initial kinetic energy. In the laboratory, the particle
position is known from the channel number 7 of the PSD where the particle left its
trace. Therefore a relation between the initial kinetic energy and the channel number
1, rather than the exit position, should be established. Here the above relationship is
derived theoretically, for a paracentric spectrograph. Initialy, it is assumed that the
position along the PSD depends linearly on the channel number i

Fou, = G+ Hi (96)

Constants G and H will in general depend on the electronic setup. Assuming, n
to be the total number of channels available, there will always be an i,,;, and i,
which will correspond to the limiting positions along the PSD of diameter dpsp of
rr(min) = R, — dpsp/2 and r(maz) = R, + dpsp/2 such that

1

Ry — §dPSD = G+ Hipp (97)
1

RW+§dp5D = G+ Hings (98)

where the diameter of active PSD is dpsp. In the experimental setup 40mm MCP’s
were used, so nominally dpsp = 40 mm with n = 256 channels. As directly inferred
from the PSD spectrum: i,,;, = 32 and i,,,, = 226 (see for example Fig. 18(h)).

Eqs. 97 and 98 are solved for the parameters G and H and upon substituting them
back into Eq. 96, the position calibration equation reads

1 Tmin 7
Tout; = Rr — (5 + An) dpsp + An dpsp (99)

where it was assumed that the center of the PSD at R, corresponds to the center
of the channel range (e.g. n/2) with the lowermost edge at channel i,,, and the
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highermost edge at channel i,,,, so that An = 4,00 — tmin = 194. Then, assuming
uniform illumination of the entrance aperture of the analyser, (i.e. averages < a >= 0,
< 1o >= Ry) the averaged reduced pass-energy < 7 > of the analysed particles can be
related to the channel number via Eq. 65 to obtain the relationship

_ R (A FE)E

<T> -
(14 ==)¢

(100)

which upon substitution of r,,, for < r, > from Eq. 99 and 7; with < 7 > gives the
sought exact energy versus channel number calibration relation

T:1+§+R%,(v+€)(i—io)
L1414 (i) €

(101)

where g = %(zmam + imin) is the center channel and s = d—gsnﬁ is the effective “slit”

width of a single channel.
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Figure 28: [Left]/ Theoretical energy calibration curves (7;) for the cases of the exact
calibration (continuous line), first order approximation (dotted line) and second order
approximation (dashed line). [Right] Comparison of the second order reduced pass-
energy approximation in the case of (£ = 1.23, v = 1.5) as predicted by theory,
SIMION and experimentally measured.
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It is seen that the relationship between the reduced pass energy 7 and the channel

number 7 is in general not linear.

However, when the quantity 6 =

S

Ry (Z — ’Lo) is

smaller than 1, as in most cases (for example with dpsp = 40 mm, R, = 101.6 mm,
ip = 129 and An = 194, the maximum value of § = 0.255), a power expansion of the
denominator of Eq. 101 is justified yielding
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Figure 29: Constants A,B and C of the energy calibration relation: 7, = A+ Bi+C 2,
as a function of v. Comparison between theory, SIMION and experimental results.

In most experimental cases the relation between the reduced pass energy 7 and the
channel number i is better fitted by a quadratic function of the form

7, =A+Bi+Ci

When Eq. 102 is put in the form of Eq. 103, it gives for A, B and C:

A= 1-

si9 7y [s10§ + Re(1+&)]
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Figure 30: Plot of & = B + 2Ci theoretical calculations (left) and, SIMION and
experimental results (right). SIMION show that for some particular v value (between
1.7and 1.8) C' = 0, and thus the energy calibration relation becomes linear. Experiment
seems to indicate to this behavior.

As can can be seen from Fig. 28(Left), where the exact reduced pass-energy calibra-
tion is compared to the first and second order approximation respectively, a quadratic
function in 7 does an excellent job in representing < 7 >, being very close to the exact
theoretical result. In Fig. 28 (right) the theoretical second order reduced pass-energy
approximation (in the case of & = 1.23, v = 1.5) is compared to the SIMION pre-
diction and experimental measurement. In Fig. 29 the constants A,B and C of the
quadratic reduced pass energy calibration relation Eq. 103 are plotted as a function
of ~, for comparison between theory, SIMION and experimental results. The results
of SIMION and experiment show similar behavior, contrary to theory. It is a quite
unexpected result that the curvature of the quadratic curve has an opposite sign in
SIMION and experimental cases, compared to the theoretical one. This can be seen
much clearer in Fig. 30 where the derivative function A7 /channel of Eq. 103 is plotted
for theoretical, SIMION and experimental results. Note that for some particular v
value (between 1.7 and 1.8) SIMION predicts C' = 0, and thus the energy calibration
relation becomes linear. Experiment seems to be in qualitatively agreement with this
behavior. The above result is of great interest in pointing out the side effects caused
by the fringing fields on the non-ideal field spectrograph operation.
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4.4.4 Energy acceptance window

For a slit spectrometer the energy acceptance window is just the base energy width. For
the case of a spectrograph with a PSD of effective diameter dpsp the energy window
ATyindow 1S defined [67] as the energy range which can be simultaneously detected on
the PSD.

Using Eq. 65 and assuming the averaged entrance angle < a >= 0 and < ry >= Ry,
then the basic reduced pass energy is related to position relation via:

_ i+ - Ry 1)
B Re+r:€

(107)

Assuming that the end points of the PSD are at R, + %dPSD achieved at the energy
acceptance limits 7,4, and 7,,;,, then through Eq. 107 it is obtained:

(R + %dPSD)(’Y +&) — Re(y— 1)

Tmaz — 108
RT( + (Rﬂ' + %dPSD)é- ( )
R, —1d —R.(v—1
S ( 2dpsp)(y + 15) (v—1) (109)
R+ (Rr — 5dpsp) €

Thus, the effective energy acceptance window ATyindow = Tmaz — Tmin 1S given by:

dpsp }
[ v dpsp
ATwindow = R (144) 5 ~ 7 (110)
d R, (1
=62 [ OO

The energy window is seen to increase with increasing v and decrease with increasing
&. This can be clearly seen in Fig. 31[Left], where the energy acceptance window
ATyindow, given by Eq. 110, is plotted as a function of ~ for different values of &.

The dependence of ATy ind0w On v may be explained directly from the fact that ~
can be seen to be a kind of acceleration factor. From conservation of energy the central
ray must have a new energy w’ at Ry such that:

w' 4+ gVh = w+ 4V, (111)

Using the definition of v from Eq. 33 in Eq. 111

=7 (112)

Thus, for v > 1, the particle is further accelerated, so that a central ray with initial
energy W ends up having a pass energy w' at Ry such that

w o oww oy

—_— = —— =L 113
w  Ww F (113)

The ratio 7/ F is thus seen to be the overall deceleration/acceleration factor.

62



55_"|""|""|""|' T T 40 T T T T T T
THEORY £=1.23
i —— Theory
50 L —O— SIMION
r —— Experiment
35 E
45 - L
~~ 40 B . ~
S S 30|
2 2 i 7
<] S |
Sa5f ] E
A 5t 5
— i 1 = | — ]
< ] < +’¢/¢/¢
30 | E I |
[ ] 25} # —
I ] I * |
25} i L / \+\+\+/+ i
[ ] F e 1
20 -. PR [N TN ST N YN YA TN W N TN SN S S TV T W [N WA ST T A N .- 20 I 1 " 1 " 1 " 1 " 1 " 1
1.0 1.2 1.4 1.6 1.8 2.0 1.2 1.3 1.4 1.5 1.6 1.7
Y Y

Figure 31: [Left] The energy acceptance window AfTyinam predicted theoretically as
a function of « for different £&. [Right/ Comparison of the energy acceptance window
ATywindow predicted by theory and SIMION, and experimentally measured for the HDA
under study.

The dependence of ATyindow on & may be explained directly from the fact that,
an increase in ¢ is identical to a decrease in the entrance point distance Ry. There-
fore the charged particle enters the analyser at higher potential value and is more
accelerated. Therefore, ¢ as well as v, can also be seen to contribute to the overall
acceleration /deceleration factor.

In Fig. 31(right) the energy acceptance window ATy is plotted as a function
of v for & = 1.23, (i.e. the analyser under study), using data from theory, SIMION
simulations and experiment. SIMION and experimental results are much alike showing
a much lower increase of the energy window with increasing . Thus, fringing field
effects indicate a much smoother acceleration (or deceleration) at the analyser entry and
exit, establishing a lower overall acceleration/deceleration factor compared to theory.

4.5 Conclusions

In this chapter, a new, more general approach to the focusing and dispersive proper-
ties of the ideal field hemispherical deflector analyser was attempted. The paracentric
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analyser entry &, and the non-zero entry potential value v, were considered as variable
parameters allowing for a further insight into the HDA focusing and dispersive proper-
ties. In addition, the use of a large PSD at the HDA exit, resulted in a more complete
information, including, the dependence of the focusing properties also on the detection
position. Finally, the incorporation of the focusing/decelerating lens system at the en-
trance of the HDA, accounted for the control over the focusing of the charged particle
beam, prior to energy analysis. Thus, the linear magnification factor was reserved as
an extra variable parameter, for improving the focusing properties and therefore the
energy resolution.

In this way, the more general forms of the trajectory of a charged particle inside
an non-conventional HDA, the basic equation of the HDA and the voltages applied
on the HDA hemispheres were obtained, which reduce to the well-known formulas in
the literature, depending on the choice of entry and potential parameters. It is worth
mentioning at this point that, the problem of particle refraction across a potential
boundary, present in all analysers but not well treated in the literature, was also solved,
establishing a refraction law, analogous to Snell’s law in light optics.

Results on the HDA dispersion and resolution properties, indicate that an HDA
operated with a paracentric entry & > 1 has improved energy resolution over the
conventional HDA, although the energy acceptance window for the paracentric HDA is
seen to be reduced in this case. The energy resolution of the HDA was also studied as a
function of the lens linear magnification factor | M|, showing that there is an optimum
value | Mpqp|, depending on geometrical factors and the deceleration factor F, which
minimizes the energy resolution.

Experimental and SIMION simulation results, on the energy resolution as a function
of the deceleration factor and the PSD exit position, on the energy window and on
the energy calibration, were also included in this chapter for comparison to the theory.
These results indicate a general agreement between SIMION and the experiment which
deviate from the theory, though. The explanation is the presence of the fringing fields,
resulting in large departures from the ideal 1/r field, especially at the HDA entry and
exit. The fringing field effects will be better understood after the SIMION analysis
presented in chapter 5. The lens parameterization was excluded from the study at this
point. It was performed empirically and is presented in chapter 6.
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5 The paracentric HDA: II. Ion optics simulations
using SIMION

5.1 SIMION HDA study motivation

SIMION is a very powerful user-friendly ion-optics package that can simulate the tra-
jectories of charged particles flying in a setup consisting of electrostatic and/or magne-
tostatic elements. In SIMION the space is transformed to a 3-dimensional grid, and the
potential at each grid point of the volume is calculated for every element, using a relax-
ation method. [93] The relaxation method, which actually approximates the Laplace
Equation solutions, uses the 6 nearest neighbor points in the 3-dimensional space, to
obtain the average new estimates for each point. Ions are flying in the 3-dimensional
space by experiencing the electrostatic and/or magnetostatic forces of the estimated
potential at each grid point. Relativistic and space charge effects are also included in
the ion-optics treatment. It is not the intention of this dissertation to explain in detail
SIMION'’s operational features, but a few remarks on how one may build and solve a
problem in SIMION have been summarized in the appendix F. The reader is referred
to the SIMION manual for further information [93]

The idea of simulating the spectrograph using SIMION arose due to the two possible
lens mounting positions available on the analyser, placed at Ry = 82.55mm (paracen-
tric entry) and Ry = R = (Ry + Ry)/2 = 101.6mm (central or conventional entry)
respectively.

Two identical spectrograph models were built in SIMION differing only at the
location of the analyser entry, (Ry = 82mm for paracentric entry and Ry = 102mm for
central entry, respectively) as shown in Fig. 32. Electrons with initial kinetic energy
W = 1000eV were flown from a point source located at a distance of 30mm from the
lens entrance, within an emittance cone angle of 6 degrees. These were focused at the
entrance of the analyser by the lens and further energy analysed inside the HDA to be
detected at the exit plate, which simulated the PSD electron detector. In both cases, all
voltages applied on the lens and hemispheres were the same. The HDA voltages used
were those known from the theory of the conventional (central entry) ideal spherical
condenser with asymmetric voltages ( [94] - table II).

The improved focusing conditions on the exit plane area achieved for the paracentric
over the central entrance are shown in Fig. 32, where the two cases are compared. The
V = 0 equipotential is emphasized. The result of the fringing fields on the potential
near the entrance and exit of the analyser are clearly visible. For the case 6§ = 180°,
to smaller deflection angles is clearly seen to result in a badly focused trace Ar. In
the paracentric case, good focusing conditions on the detector plane are restored. The
improvement of Ar is about a factor of 3.

This interesting SIMION result prompted a more detailed study of the spectrograph
focusing properties, and their dependence on the electron entrance position and possi-
bly the analyser electrode voltages. This was also the reason for the theoretical study
of the paracentric HDA, presented in chapter 4, along with the ray tracing calculations
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performed with the SIMION package to be presented in this chapter.

CENTRAL ENTRANCE OFF-CENTRAL ENTRANCE

R, = Ry "2' Ry Ry = 82mm

=102mm

Ar

Figure 32: SIMION simulation. Left: central entrance with Ry = R = 102mm. Right:
paracentric (off-central) entrance with Ry = 82 mm. In both cases all voltages are the
same. Clearly observable are the improved (by about a factor of 3) focusing conditions
on the position sensitive detector achieved for the paracentric entrance. From Benis &

Zouros [17].

5.2 Spectrograph simulation under SIMION

The primary point in designing a focusing-dispersive system in SIMION is to retain
the focusing properties unaffected by the design scaling. The cylindrical lens focusing
properties depend solely on the ratio A = d/D, where d is the spacing between the
neighboring elements and D is the cylinder lens diameter. A convenient and popular
ratio is A = 1/10, [91] which is also the case of the lens in use. The spectrograph
scaling design therefore depended primarily on the lens scaling design, since the smaller
distances were the ones between the lens elements.

In order to maintain the value of A = 1/10 in the scaling design, the spectrograph
should be designed, in such a way that, the spacing d, between the neighboring lens
elements, would correspond to the values of 1, 2, 3,...,etc grid units (gu), and therefore
D = 10gu, 20gu, 30gu, ..., etc. Despite the cylindrical spectrograph symmetry, the
relatively large spectrograph dimensions along with the limited (64MB) RAM memory
allowed by SIMION version 6.0 in use, did not permit the construction with d > 1 gu.
For example, with d = 2 gu, SIMION would require about 150MB of RAM memory
per electrode, which SIMIONG6.0 could not handle.? The remaining choice of d = 1 gu

20SIMION allows for the use of unlimited virtual memory when running under DOS, but at the price
of becoming extremely slow. SIMION7.0 though version for WindowsNT allows the use of unlimited
virtual memory.
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resulted in the scaling of 1 gu to 2.286mm, and 19MB RAM memory for each electrode
element. Seven electrodes were utilized, 3 for the lens, 3 for the HDA and 1 for the
PSD.

[a] Ro=0.76R d] | Ro=0.92R

Ar / Ar

Figure 33: SIMION simulation for six different analyser entries Ry. Electrons at initial
kinetic energy T=W are flown from the gas-cell area and focused under the same lens
voltages at different Ry. The analyser voltages were set, according to Eqs. 73, for
the optimized 7 values obtained from the energy resolution study, at each case. The
electron trajectories followed inside the spectrograph for along with the equipotential
lines and location of the zero equipotential are shown. It is seen that there is an
improvement in focusing trace width Ar for the cases of Ry < R = % [(a)-(d)]
compared to the conventional central entrance case R (e).
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Electrons were generated to be flown from the distance where the gas-cell was
actually placed at the experimental setup, i.e. 264mm from the lens entrance aperture.
The study took place with two kind of electron sources. A point source where 9
electrons were flown from the center of the gas-cell and an extended source where 63
electrons were generated all over the gas-cell volume. In both cases electrons were
emitted within the allowed solid angle defined by the electron emitting point and the
lens entrance aperture.

In order to study the focusing properties as a function of the entrance position Ry
(i.e. the parameter £ in Eq. 34) and the potential value V, (i.e. the parameter 7 in
Eq. 33) at this point, six identical models of the spectrograph were designed, differing
only at the position of the analyser entrance aperture.

In the following study, which includes the central entry case (Ry = R = fdf2)
and the paracentric entry used in the experiments (Ry = 82.55mm), only the non-
decelerating operation mode is considered (F = 1 or V,=0). For this mode, one lens
element was enough to focus the mono-energetic electrons at the analyser entrance. It
was found that using element V5 at a voltage of V5 = -0.695T, where T was the
kinetic energy of the electrons, the smallest focusing trace width at the entrance of the
analyser was achieved. The analyser was tuned to the electron energy T (W = T),
according to the voltages predicted by the theory of paracentric HDA in Eq. 73. Thus,
for a given set of (Rg,Vy) or (£, v) parameters, a set of Vi, Vy electrode voltages were
defined, according to Eq. 73. Then, for each one of the six spectrograph models (i.e.
for a set of &), parameter v was scanned and the focusing trace width Ar across the
PSD area was recorded. An energy calibration was used to convert the width Ar to
a base energy width AE. The energy calibration was accomplished by flying electrons
at different known energies along the lens axis (zero azimuthal angles) and recording
their position across the PSD area (see §4.4.3 and §7.1).

5.3 Energy Resolution Optimization

The results on the base energy resolution for point and extended sources are shown
in Fig. 34. As it can be clearly seen, there is no entrance position which is best.
Rather specific combination of Ry and V, (or £ and ~y respectively) parameters lead
to the best focusing condition. In general, for entrance positions Ry smaller than
the central one R, there is an improvement of the energy resolution while for larger
ones, resolution becomes worse. Results using a point electron source indicate the
combination of Ry = 0.86R, (£ = 1.16) and v = 1.9 as the best values for the energy
resolution. However, the more realistic case, i.e. the extended electron source, predicts
the values of Ry = 0.81R, (£ = 1.23), v = 1.7 as the best combination. This fact fully
justifies the choice of Ry = 0.81R ~ 82.6mm for the analyser entrance in the new-built
spectrometer. It should be pointed out that for an experiment using a gas-nozzle as a
target instead of a gas-cell, the point source results should be followed in order to have
the best focusing conditions.

A qualitative explanation of the energy resolution improvement for the cases of
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Figure 34: SIMION study of base energy resolution for point and extended electron
sources for different (v, £) cases.

smaller entrance aperture distance than the conventional one (Ry < R) can be viewed
in Fig. 33. The electron trajectories followed inside the spectrograph for the optimum
focusing cases of the six different entrance aperture positions along with the equipo-
tential lines, are shown.

For the case of Ry = R (see Fig. 33(e)) it is noticed that the electron trajectories do
not lie in the neighborhood of the V=0 circular equipotential line as theory predicts.
Instead they deviate to negative potential values resulting in a longer path inside the

analyser. This behavior is attributed solely to the large fringing fields at the entrance
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and exit of the analyser and may be qualitatively understood in the following way.
The orbit deviation towards negative potentials results in smaller values of the total
conserved energy E’ inside the analyser, relative to the one corresponding to the central
ray. This leads to an increase in the value of the semi-major axis of the elliptical orbit
(a = —qk/2E") or in other words in a longer path. Then, as it is clearly seen in
Fig. 33(e), the focusing point takes place at angles much smaller than the theoretically
predicted 180°, where the detector lies. Consequently, the focusing trace width becomes
larger than the theory prediction.

The same explanation stands for the improvement of the focusing trace width when
Ry < R (see Fig. 33(a-d)). Electrons are flown towards positive potentials, increasing
in this way the total conserved energy E’, relatively to the one corresponding to the
central ray of the conventional entry. The semi-major axis a of the elliptical orbits
decreases, the path inside the analyser becomes smaller and the focusing point “moves”
closer to the analyser exit at 180°.

5.4 Energy Resolution over the PSD area

The energy resolution study presented in §5.3 refers to trajectories for which the kinetic
energy T is equal to the tuning energy W of the analyser. A more complete study, on
the variation of the energy resolution over the detection (PSD) area, as a function of
the initial electron kinetic energy, for different £, v cases was also performed.

Ro=081R
Vo=0.7W

T=0.9W =W T=11W

V=0V

Figure 35: SIMION study of trace widths over the PSD area of three electron groups
at kinetic energies of 0.9W, W and 1.1W. Electrons were flown from the gas-cell area to
the spectrometer under the same focusing conditions. Here, Ry = 0.81R and v = 1.7
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The electron elliptical orbits at smaller or larger kinetic energies than W, lie at
different potential value areas. Therefore the paths inside the analyser are different for
each of these energies resulting in a variation of the focusing trace width, compared to
the case of T = W. This case is graphically illustrated in Fig. 35. Three electron groups
of kinetic energies T=0.9W, T=W and T=1.1W were flown from the gas-cell area to
the spectrometer under the same spectrograph voltages for the case of Ry = 0.81R and
v=1.17.

Note that even though in Fig. 35, it seems that the focusing trace width is the
smallest for the case of T = 1.1 W, the energy resolution AT /T is worse than the
case of T = W. This is clearly seen in Fig. 36 where the quantitative results on the
energy resolution over the PSD area are shown. The voltages applied on the HDA for
each case were the ones which provided the best energy resolution for T = W (see Fig.
34). Electrons were flown from all over the gas-cell area in groups of different kinetic
energies. All the groups were focused by the same lens voltages, since the spectrometer
(and therefore the lens) is run at fixed voltages for each tuning energy W.
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Figure 36: SIMION study of energy resolution over the PSD area for different entries
R,. The HDA voltages for each case were the ones which provided the best (optimum
7) energy resolution for T = W.
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5.5 Energy Window

A more general study, on the HDA energy window, for different &, v cases was also
performed. Results for the case of £ = 1.23 and v = 1.5 have already been shown in
§4.4.4 Fig. 31. In Fig. 37 the reduced energy window A7y;ni00w Of the spectrograph is
shown for each one of the six different £ cases and for all v values. The energy window
was obtained by flying groups of extended source electrons at all possible energies that
can be detected at the exit within the PSD limits used in the experiments (i.e. 40mm
diameter). Only cases of 100% transmission (i.e. all initial electrons detected finally
at the exit area) are considered. Cases where extreme non-linearities of the energy
calibration at the edges of the exit area were excluded.
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Figure 37: SIMION study of reduced acceptance energy window for the hemispherical
spectrograph with different locations of the entrance point £ and entrance potential
parameter . Energy window is defined by the PSD limits. Cases where transmission
through the analyser was 100% were only considered.

It is seen that the smaller the distance of the entrance aperture from the analyser
center, the larger the energy window. This fact is also understood within the concept
of the increase of the total conserved energy E’, compared to the conventional entry
one, that has already been mentioned in §5.3. Thus, for the case of Ry = 82.6mm
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and v = 1.7W, decided by energy resolution requirements, the reduced energy window
reaches the value of A7T,indg0w = 0.27, while in the central entrance case this value is only
ATyindow = 0.16. Therefore proper combination of entry Ry and potential V5 not only
improves the energy resolution, but also enhances substantially the spectrograph energy
acceptance window. This is an important result of interest to the greater spectrograph
community.

5.6 Discussion - Conclusions

The previous study of the spectrograph using the SIMION ion-optics package showed
that SIMION can be a very useful tool in designing and studying a charged-particle
detection system. A primary question though, on how well SIMION simulates reality
has to be commented. For this reason, the SIMION simulation results on the overall
base energy resolution as a function of the reduced energy 7, the universal energy
calibration curve, the energy window and the mean overall base energy resolution
as a function of 7, presented in other chapters, are shown together in Fig. 38, for
convenience.

It is clearly seen from Fig. 38 that, although SIMION does not reproduce quantita-
tive the experimental results, a general agreement between SIMION and experiment,
which deviates from the theory of the ideal 1/r potential, is observed. Indeed, the
functional form of the overall base energy resolution over the PSD area is not identical
to the experimental but satisfactorily alike (Fig. 38(top-left)). The energy calibration
curve differs substantially from the experimental one, but the sign of its derivative
is the same, contrary to the theoretical prediction (Fig. 38(top-right)). The energy
window is predicted higher than the experimental but the behavior as a function of
is the same and again different from the theoretical prediction (Fig. 38(bottom-left)).
Finally, although the mean overall base energy resolution as a function of v do not
coincide, both SIMION and experiment, predict the same ~ value as the optimum for
energy resolution minimization.

The above remarks, clearly shows that SIMION can simulate the behavior of a
focusing/dispersive system (when properly designed as mentioned in §5.2), quite safely.
This study showed that quantitative experimental results could not be reproduced
by SIMION but qualitative results, which elucidate the behavior of the focusing and
dispersive properties of the system, were very well predicted. This is a quite strong
indication for the correctness of SIMION general predictions.

In this chapter, it has explicitly been shown that for a hemispherical spectrograph,
the combination of entry £ > 1 (Ry > R) and an entry potential with v > 1 (V5 > 0))
results in improved focusing properties (energy resolution and energy window) over the
conventional case of ¢ = 1 and v = 1. Unfortunately, this result could not directly
demonstrated experimentally, as explained in §6.2.1. However, the available experi-
mental results for the case of & = 1.23 and v = 1.5 strongly supports the correctness
of the SIMION results presented in this chapter.

The deviation of SIMION simulations and experimental results from the theory is
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Figure 38: SIMION simulations, theoretical calculations and experimental results on
(top-left) the overall base energy resolution as a function of the reduced energy T,
(top-right) the universal energy calibration curve, (bottom-left) the energy window
and (bottom right) the mean overall base energy resolution as a function of v, are
shown for comparison.

attributed to the fringing fields, present in both SIMION and experiment. Actually,
the paracentric entry along with the non-zero entry potential is seen to compensate
for the the fringing field effects, in the sense that improved quality focusing conditions
are achieved despite the presence of large fringing fields. This is pointed out in our
recent NIMA Letter [17]. Therefore improvements in energy resolution can be expected
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to be attained without the use of fringing field correctors, simplifying in this way the
implementation of large PSD area as a detector. It should be reminded, that the
complicated nature of the fringing field problem does not permit any straightforward
analytical solutions. Then, SIMION becomes a powerful tool for obtaining an insight
into ion-optical problems involving stray fringing fields. As Dahl mentions in the
SIMION manual [93] “SIMION’s capabilities are designed to develop intuition and
promote understanding”.
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6 The paracentric HDA: III. The real spectrograph

The experimental studies of the HDA energy resolution, energy window and energy
calibration have already been included in chapters 4 and 5, for comparison to the
theory and SIMION simulations. In this chapter, the results on the analyser and
lens voltages parameterization, complete the HDA study, initiated in chapter 4. The
performance of the paracentric HDA in low and high resolution modes is also presented
here, while special considerations on the reliability of the absolute cross-section results
are discussed in detail. Finally, an efficiency comparison of the new hemispherical
spectrograph and the KSU tandem parallel plate spectrometer is presented. The data
presented in this chapter were analysed using the method discussed in chapter 7.

6.1 Spectrograph operation mode

Spectrographs using a PSD can be run in two modes. The first mode is with fized
voltages, where the voltage values remain constant during the measurement, while a
portion of the spectrum is recorded. Then, the next spectrum portion is recorded at
the new fixed voltages and finally the whole spectrum is obtained by overlapping all the
different portions (see chapter 7). The second mode is with scanned voltages, where the
spectrograph voltages are scanned between their minimum and maximum values (i.e.
minimum and maximum energy values of the spectrum, respectively) at constant rate.
The data are recorded on a tape and analysed by “replaying” the tape. The scanned
voltages mode has the advantage that the same peak is detected at all different possible
positions on the PSD area, evening out in this way small differences in PSD efficiency
establishing an average efficiency for the whole spectrum. 2! In addition an average
energy resolution is established contrary to the position dependent resolution of the
fized voltages mode. However, the complexity of the scanned voltages mode when the
analyser is combined with a focusing lens system (which in principle could be scanned
too) in relation to the quadratic energy dependence on the channel number, lead to
a rather complicated data analysis. Therefore the fized voltages mode is preferable
due to its simplicity. Moreover, an aesthetic advantage of the fized voltages mode is
that the spectrum is monitored continually on the computer screen, contrary to the
scanned voltages mode where the spectrum is revealed only after all the data have
been replayed. In many cases it is very important for the experimenter to watch the
spectrum development, since this can lead to crucial decisions on the proper operation
of the system or on possible changes to the experimental planning.

In this dissertation, the fized voltages mode was used in the spectrograph operation.

The analyser and lens voltage values were determined by considerations presented in
§6.2.

2'However, for a new pair of MCP’s the efficiency variation is not more than 2%, which is well
within the statistical error bar in a typical ZAPS measurement.
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6.2 HDA - Lens voltages parameterization

6.2.1 YV, study

The analyser voltages are given by Eq. 73. In this equation the optimum values
of the parameters Ry and V; (or & and , respectively) have yet to be decided. A
study of the above parameters should precede the lens voltages study, as it defines the
HDA properties independent of the focusing conditions applied by the lens at the HDA
entrance. Unfortunately, the spectrograph was not designed for this kind of studies,
since the lens can be mounted only in two positions on the analyser plate V, (i.e.
Ry = @ = 101.6mm and Ry = 82.6mm). A SIMION treatment of this problem
is presented in §5, where favorable focusing properties for the position of Ry = 82.6mm
are predicted (see Fig. 34).

Initially an electron gun was used to study the focusing quality in the two experi-
mentally available positions. However, electron gun instabilities, due to both temper-
ature and negative bias voltage changes, led to non-reproducible results and thus the
idea of doing the study using the electron gun as the electron source was abandoned.

The idea of using ion-atom collisions to produce a single Auger peak on the Binary
Encounter electron (BEe) peak (see §2.1) was preferred instead. In this way, the
minimization of the FWHM of the Auger line at different voltage settings, could be
safely studied. The price that had to be paid though, was that the only available
position for the focusing lens was the Ry = 82.6mm,?? since these measurements, due
to present hardware constraints, could only be done at 0°. Therefore, a systematic
study like the one achieved with SIMION was not possible. Instead, a study of V; for
the position of Ry = 82.6mm was performed and the results were compared to SIMION
predictions.

Collisions of 21.7MeV F8* + H, were used in order to obtain a spectrum of a single
Auger peak (the (2p*)'D ) lying on the top of the BEe peak. The Auger peak was used
in order to study the energy resolution while, the BEe peak was used as a supplementary
study for the energy window and the transmission function of the spectrometer. This
line had already been measured with a tandem parallel plate spectrometer [29], so
comparison of the two spectrometers could also be directly made (see §6.5).

The analyser voltages were set for the tuning energy of W = 2500eV and deceler-
ation factor F = 1. The lens voltages were set at the empirical values V4 = —0.45W
and Vo =V, = 0, while V5 was reserved as a variable parameter.?® In this way, for
each V5 value, Vy was varied in order to achieve the optimum focusing conditions.
The observed Auger peaks were fitted with Gaussians and the FWHM was obtained.
The results are plotted in Fig. 39, where it is seen that there is no unique v value for
which the best energy resolution is attained, but rather a combination of Vy and V3.
A further study of the energy acceptance width, the energy calibration, the efficiency

22At 0°, the ion-beam exits the analyser from the exit aperture, available only for the position of
Ry = 82.6mm.

ZAll voltages are referred to tuning energy W (Volt) = W (eV)/|e|, where e is the electron charge
in atomic units.
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and the HDA voltages, is needed, in order to decide on the optimum V value to be
used.
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Figure 39: Energy resolution study as a function of potential parameter -, at decel-
eration factor F = 1, using the (2p*)'D Auger peak obtained in collisions of 21.7MeV
Fé+ + H,.

It is very important to have a constant spectrograph transmission for the whole
attainable energy window, otherwise it would be a function of the PSD position and
should also be studied as an extra experimental parameter. The spectrograph trans-
mission was monitored, by comparing the experimentally obtained BEe peak to the
theory. In this way the energy window was obtained for each case of V, value. The
results were already presented in Fig. 31(right) along with the theoretical and SIMION
predictions. The extreme non-linear energy-to-channel relation for Vj < 0.2W should
be mentioned at this point. These cases were excluded from the study.

A parameter that cannot be excluded from the analysis is the maximum applied
voltage values as mentioned already in §4.3. Therefore, the lowest possible voltage
values should be preferred for accessing higher energy values with lower probability of
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high voltage breakdown.

Keeping in mind the results of the above study shown in Figs. 31(right) and 39,
along with the fact that the energy of the electrons in this dissertation do not exceed
the value of 4keV and the fact that 3kV power supplies were readily available, the value
of Vo = 0.5W or v = 1.5 was decided on. In this way, the optimum energy resolution
was achieved at an energy window of AE/W = 22.5% for a maximum permissible
electron energy of 3.8keV in the low resolution mode of operation.

6.2.2 Lens focusing study

So far, it was assumed that the lens magnification factor | M| is a perfectly controllable
feature which can take any value down to | M. Actually, the value of | M| depends
both on the number of focusing elements and the voltage values applied on them. The
general rules applied to lens systems, when the distance of the electron source from the
lens entrance is kept constant, are the following: [92]

e for a three-element lens system with variable acceleration/retardation, | M| and
| M| both change.

e for a four-element lens system with variable acceleration /retardation, one of the
magnifications can be kept constant (|Mp| or |M,|), while the other changes
(|Mg| or |Mjy], respectively).

Lenses with more than four elements may have other advantages, such as lower aber-
rations or a more extended operation range. [92]

The actual values of Mj, could only be indirectly inferred from the width of the
image on the PSD. A theoretical paraxial-ray lens focusing study, including extended
electron sources (i.e. gas-cell) and focusing conditions for rays covering a wide en-
ergy window at different deceleration factors is in general quite complicated. Instead,
SIMION simulations were used, in order to understand the lens behavior under the
previously referred conditions. Lens voltages V75 and V4 were scanned in a very wide
range appropriate for minimizing the trace width of rays at energies 7' = W at the
HDA exit.

The same study took place under experimental conditions, and the actual lens
voltages were empirically set to minimize Ry s at different deceleration factors F.
The (2p*)'D Auger line produced in collisions of 21.7MeV F®* + H, was used again
in the same way as in §6.2.1. The results are shown in Fig. 40.

In Fig. 41(left) a comparison of the DDCS (2p*)! D spectra at decel factors of 1,
4 and 8 can be seen. Note that, while the energy resolution is improving, the area
under the peak, which is the single differential cross-section for the formation and
Auger decay of the RTE 2p? D line, remains the same (see also §6.4 and Fig. 46) as
it should. In Fig. 41(right) the spectrograph energy resolution at FWHM is shown as
a function of the deceleration factor. The data are the same as the ones presented in
Fig. 27 for the mean overall base resolution.
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Figure 40: Experimental energy resolution at FWHM study for different deceleration
factors F. Lens voltages Vi; and V74 were scanned in very wide range appropriate
for minimizing the FWHM of the 2p? 'D Auger line, used for the study, which was
produced in collisions of 21.7 MeV F3* + H,.
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Figure 41: (Left) Comparison of the DDCS (2p?)' D spectra at decel factors of F = 1,
4 and 8. (Right) The spectrograph mean energy resolution at FWHM as a function of
the deceleration factor. Line was fitted to the data to guide the eye.

Table 3: Optimum lens voltages V74 and V75 and mean energy resolution at FWHM
for different deceleration factors

P (B @
1 -045 092 0.44 + 0.02

2 -049 0.82 0.28 £ 0.01

4 -045 0.88 0.149 £ 0.005
6 -0.57 0.49 0.135 £ 0.005
8§ -0.24 0.65 0.110 £ 0.005
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It is seen that a minimum FWHM energy resolution of 0.11% and 0.149% is es-
tablished, for deceleration factors F = 8 and F = 4, the last case mostly used in the
measurements of this work, respectively. Deceleration up to F = 8 seemed to be the
limit, as tests for higher factors, not only did not show any improvement in the energy
resolution but, on the contrary, showed an increase. Data were fitted to an exponential
decay line resulting in the following relation: (AE/E)pw (%) = 0.113+0.64e /148,
These data were obtained according to the method presented in §6.4.

In table 3, the lens voltages V74 and V5 decided for every deceleration factor (the
choice included also some side effects like the secondary electron background minimiza-
tion at the PSD edges) are shown, along with the attainable mean energy resolution
at FWHM for every case.

6.3 Spectrograph operation in low resolution mode

The spectrograph operation in low resolution mode was quite successful, in the sense
that a wide energy spectrum could be obtained by overlapping and matching different
energy slices spectra together, according to the way described in chapter 7. In Fig. 57,
an example is shown where different energy slices overlap to cover the binary encounter
electron peak, recorded in collisions of 21.5MeV FF 4+ H,. The spectrograph operation
in low resolution mode was one of the first tests performed on the spectrograph, and the
results on measurements of projectile Auger electrons have been reported, [81] showing
a satisfactorily good agreement with theory and other known experimental results.

Here, new unpublished results on a whole DDCS ZAPS spectrum obtained in col-
lisions of 7.79 MeV B** + Hj are presented. Different energy slices were recorded and
overlapped according to the method of chapter 7. Overall absolute electron efficiency
detection was determined from the binary encounter peak recorded in collisions of bare
Boron ions with Hy targets (see §7.3). Results are shown in Fig. 42. Different sym-
bols on the data (i.e. open and filled circles alternately) indicate the different energy
slices. BEe calculations using the electron scattering model (ESM) are also presented,
showing a very good agreement with the data.

6.4 Spectrograph operation in high resolution mode

Initially, the operation in high resolution mode was problematic. First attempts to
run the spectrograph in high resolution mode, were only partially successful due to
a spurious background that dominated the spectra even at very small deceleration
factors.

A first test of the spectrograph in deceleration mode, was the determination of
the DDCS of the well-known F7*(2p?)!D Auger line produced by RTE in collisions of
21.78MeV F&F + H,. [29,95] In this way, the BEe peak has only a single Auger line on
it. A typical PSD image and associated energy spectrum is shown in Fig. 43. On the
left, in (a) and (b) the spectrum is seen to be problematic with many spurious peaks,
while in (¢) and (d) a clean image and energy spectrum with a well-shaped peak are
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Figure 42: Absolute DDCS ZAPS spectrum for collisions of 7.79 MeV B3t + H,,
obtained by overlapping ten different energy slices, indicated by the different symbols
(i.e. open and filled circles alternately). The cusp peak, the BEe peak and the Boron

Auger-KLL lines are explicitly shown. BEe calculations using the electron scattering
model (ESM) are also shown.

shown. In each case, the energy spectra are the projections of the images within the
2-D gate drawn on the PSD and shown in the figure. The analyser voltages were set to
pass electrons of nominal energy w = 612.5 eV, following deceleration from an initial
energy of W = 2450 eV, i.e. deceleration factor F = 4.

In Fig. 43(a) the image of the PSD area is seen to be dominated by the spurious
electrons. These electrons are distributed over the entire PSD area including the focus-
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ing strip thus essentially destroying the spectrum. The spurious electrons giving rise
to the “bagel”-like shape on the PSD were seen in all spectra collected in deceleration
mode. The target gas did not seem to matter as the spurious electrons appeared when
either Hy, He or Ne targets were used. The “bagel” image became progressively more
intense as the deceleration factor F was increased. However, the “bagel”-effect was
absent in the non-decel mode, i.e. when W = w (F = 1). It was also absent when a
mono-energetic electron beam from an electron-gun was used to test the spectrograph
in deceleration mode.

The solution to the problem came from the second 90% transmission grid, placed in
front of MCP1 (see Fig. 17). That grid was Initially set on a slightly negative potential
Varip = —20V to repel spurious low energy electrons. It did not seem, however,
to have any effect on the “bagel” structure. A careful study of the effect of varying
Varip, showed that the bagel structure disappeared only when Vggrrp was set to a
more negative voltage than V,. Typically, Vorrp =V, — 50V was sufficient to produce
a clean spectrum, as the one shown in Fig. 43 (c) and (d).

The spurious electrons which are distributed over the entire PSD area, clearly could
not enter the analyser through the lens - since in this case they would be focused only
along the strip - but must therefore be produced inside the analyser. The inner surfaces
of the hemispheres were coated with soot, known for its good properties in suppressing
secondary electron emission. [51] A possible explanation would be, that electrons en-
tering the spectrograph properly, but having energies outside the acceptance window
of the detector, hit the inner surfaces of the analyser close to the exit grid, produc-
ing spurious secondary electrons at energies up to e|V,|. These electrons, when not
repelled by a correctly biased Virrp are accelerated to the detector since this is at a
more positive potential.

A more systematic study of the background electrons produced inside the analyser
took place for different deceleration factors. The F'*(2p*)'D peak was recorded at
decel factors F' = 1, 2, 4, 6 and 8. The grid voltage value of Vgrip = V, — 50V was
applied in all cases. Data were corrected according to the method described in chapter
7. The PSD efficiency was determined by the spectrum in no decel mode (F = 1) and
was found to be n = 0.5. The efficiency number obtained from the F = 1 spectrum was
used as a correction to the deceleration spectra. The result of this operation is shown
in Fig. 44. The spectra recorded in deceleration mode are seen to lie higher than the
theoretically predicted BEe peak. Actually, the higher the deceleration the higher the
divergence (with an exception for the case of F = 4).

The only reasonable explanation is that despite the Vggrrp = V,, — 50V repulsive
voltage, “background” electrons still make it to the detector. Experimental tests on
reducing the background contribution to the spectra by increasing Vagrp value did not
seem to improve the situation.

In principle, the energy of the secondary electrons emanating from the HDA inner
surfaces could roughly be estimated as (V5 + 50)eV when F = 1, assuming an average
emission energy of 50eV. The inner surface is at positive voltage V5 > 0 and therefore
is not expected to contribute to secondary electron emission, since it attracts them
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Figure 43: High resolution spectra in the energy region of the F7*(2p?)!D RTE peak
obtained in collisions of 21.78MeV F®t + H,. The deceleration factor is F' = 4.
Top (a) and (c): Images of the PSD area, Bottom (b) and (d): projections of the
PSD images in (a) and (c), respectively, lying in the 2-dimensional gate also shown
in the figures. Measurement in (a) were taken with Vggrip = —50V, while in (c)
with Vgrip = V, — 50V= —1887.5V. The clean narrow strip of counts lies along the
dispersion axis of the analyser showing its nice double focusing features. The spurious
electrons seen in (a) and (b) lie mostly off this strip and therefore must be produced
inside the analyser where they cannot be focused. The counts are normalized to the
same pressure and beam current. From Ref. [82].

back to the inner hemisphere surface. The fact that, for F = 1, a grid voltage of
Vaerip = —50V, was adequate to practically eliminate all the background electrons,
indicates that the secondary electron production on the HDA inner surfaces is indeed
very small.

Therefore, the main stream of the observed background electrons in deceleration
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operating mode cannot be secondary electrons. Any secondary electrons produced
inside the analyser surfaces should be repelled by the biased grid voltage Vgrip =
V,—50V. Therefore the only explanation left, is that these are electrons from the energy
spectrum, at higher or lower energies than the energy acceptance window, scattered at
the analyser inner surfaces in such a way that they can be detected on the PSD surface
finally.

The reason of the increased background electrons at higher decel factors can be un-
derstood if the previous argument about the scattered electrons is valid. In deceleration
mode, a much narrower energy window is recorded. Usually the electron spectrum has
a quite constant yield around the narrow energy window, allowing for more high energy
electrons to be scattered on the surfaces, since the focusing lens cannot repel electrons
of energies higher than the analyser window. In the low resolution mode the spectrum
yield varies significantly around the energy window. For example, when measuring the
high energy shoulder of BEe peak there are almost no electrons at energies higher than
the energy window to be scattered. When recording the low energy shoulder though
many electrons from the high energy side can contribute to the background. This could
be the explanation for the enhanced left BEe shoulder in Fig. 44 for the case of F = 1.

Such a background behavior at the PSD edges has been observed to be depended
on the lens voltages, and was one of the parameters taken into consideration, during
the lens voltages parameterization (see §6.2.2).

According to the previous argument, the extra background should be subtracted
from the data. This was achieved by subtracting an appropriate number from the
experimental spectra of Fig. 44, in order to normalize them to the BEe peak. Actually
a tilt of the spectra around the central channel (i.e. channel 128) was also necessary.
After these operations the theoretical BEe peak was subtracted from the normalized
experimental data and the DDCS were transformed to the projectile rest frame. The
results are seen in Fig. 45.

The F™[(2p*)! D] peaks were integrated for each case and the SDCS results were
compared to the RTE theory. Fig. 46 shows not only a very good agreement between
theory and experiment, but also proves that the SDCS measurements are not affected
by the deceleration mode of operation, at least up to deceleration factors of F = 8.

In conclusion, the absolute cross section information when the spectrograph is run
in deceleration mode should be obtained according to the following steps:

e Record the energy region in interest first in low resolution mode. If more than
one energy slices are needed then record the slices so that an overlapping of 50%
is established.

e Measure the efficiency 7, of the MCP at the high energy wing of the BEe peak
and use this to correct both the decelerated and undecelerated data.

e Normalize the decelerated data to the undecelerated (by subtracting a constant
amount and even tilting the spectrum).
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Figure 44: DDCS spectra of the (2p?)' D formed in collisions of 21.78 MeV F8* + H,,
obtained at deceleration factors of 1,2,4,6 and 8. High resolution data (F> 1)were
converted to DDCS using the efficiency obtained by the low resolution (F=1) measure-
ment. The DDCS spectra in deceleration mode are seen to be higher than the BEe

DDCS calculations.
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Figure 45: DDCS spectra of the (2p?)!D RTE line obtained at deceleration factors of
1,2,4,6 and 8. Data were corrected for the “extra-background”.
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Figure 46: SDCS of the (2p®)'D RTE line measured at different deceleration factors.

6.5 Performance comparison of the hemispherical spectrograph
and the KSU tandem spectrometer

The high resolution spectra of the F7*(2p?)'D peak in collisions of 21.78 MeV F&F +
H, were also used for testing the performance of the new high efficiency hemispherical
spectrograph. This was done by comparing the obtained spectra to the same spectra
recorded with the KSU tandem spectrometer. The KSU tandem spectrometer has an
energy resolution of 2.8% in the low resolution mode. [89] A deceleration factor of
F = 4 was used with the spectrograph, while constant pass energy of 400 eV was used
with the tandem to obtain comparable resolution. Both spectra were collected in 400s
and were normalized to the same pressure and target areal density. A beam current of
120nA was used with the tandem spectrometer, while only 5nA was possible with the
spectrograph to avoid excessive dead-time.

In Fig. 47 the performance of the KSU tandem analyser [89] is compared to that
of the new spectrograph. The spectrograph is presently [Left] seen to be about 9 times
faster with about 3 times more data points in the same energy interval, while used
at the much lower beam current of 5nA. Background spectra (no target gas) are also
compared. In both cases the ratio of signal to background is seen to be about the same
with a value of 6 for the collision under study.

The present data acquisition system (CAMAC) did not have an intermediate data
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storage buffer (histogramming memory) and therefore singles count rates were limited
to a few kHz to avoid excessive dead-time. An improvement by factor of 10 in the count
rate is well within the capabilities of present day systems and will be implemented in
the near future. This would give an improved gain of at least 350 as it can be seen
in Fig. 47 [Right] where the data were also normalized to the same beam current.
Actually, an improved gain of about 300 is gained for the Boron beams, used mostly
in this dissertation, where the maximum current at the target region did not exceed
the value of 10nA.
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Figure 47: Performance comparison of the hemispherical spectrograph utilizing a PSD
and the KSU tandem slit parallel plate spectrometer. High resolution spectra (deceler-
ation mode) of the F7"(2p?)'D peak in the laboratory frame in collisions of 21.78 MeV
F¥ + H, are compared after normalization to the same experimental conditions. (Left)
The spectrograph is seen to be about 9 times more efficient than the tandem slit spec-
trometer. (Right) When also normalized to the same beam intensity the spectrograph
was found to be about 300 times more efficient. Adapted from [82].

Furthermore, as already shown, for measurements with F = 1-8, no loss of trans-
mission or detection efficiency is observed, as opposed to the tandem spectrometer,
whose overall transmission is known to decrease roughly proportional to F. Thus at F
> 8, the spectrograph is expected to be more than 600 times faster than the equivalent
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resolution tandem slit spectrometer.

Finally, the full acceptance angle Af for the hemispherical spectrograph is Af =
0.868°, while for the tandem spectrometer Af = 1.17° (in the non-focusing direction).
[10] Thus, the spectrograph is expected to have about half the kinematic broadening,
allowing in principle for even higher resolution measurements.

6.6 Discussion and Conclusions

This chapter was the third part of a trilogy (chapters 4, 5 and 6), in which the perfor-
mance of the real paracentric spectrograph was investigated. The experimental results
of the HDA properties of the energy resolution, energy window and energy calibration
have been reported in chapters 4 and 5, for comparison to the theory and SIMION
simulations. The results on the analyser and lens voltages parameterization, presented
in this chapter can be seen as a completion to the HDA properties.

The spectrograph operation in low resolution mode was successfully tested on the
grounds of obtaining a full range ZAPS DDCS spectrum from collisions of 7.79 MeV
B3* ions with H, targets, by overlapping ten energy slices recorded at different tuning
energies. The operation of the spectrograph in low resolution mode was satisfactorily
reliable, at least for the energy region of the BEe peak, where the results could be
accurately compared to previously measured data and also to theoretical calculations
known to be in good agreement to the data (i.e. ESM, IA-RTE). The reason for this
success is mainly due to the practical elimination of background electron contributions
which allowed for the correct data analysis and reduction of the DDCS and SDCS
results, as described in the next chapter. Consequently, the low resolution spectra
were decided to be used for the normalization of the high resolution spectra, due to
problems with background increase when deceleration was applied.

The enhanced background contributions to the electron spectra was the persisting
problem for the high resolution data. The nature of these background electrons has
been explicitly pointed out not to be only secondary electron emission but rather
primary scattered electrons with energies higher or lower than the energy acceptance
window in use. The normalization of the decelerated data to the data obtained in low
resolution mode, was proposed as a method for obtaining absolute DDCSs as well as
SDCSs. The method has also been used in the past in a similar mode in the tandem
parallel plate slit spectrometers. [96] The correctness of the method was proven from
the successful SDCS RTE measurement of the F""[(2p?)! D] RTE line for deceleration
factors ranging from 1 to 8.

Finally, an efficiency comparison of the new hemispherical spectrograph and the
KSU tandem parallel plate spectrometer, normalized for the same experimental con-
ditions, show that the spectrograph is presently seen to be about 9 times faster with
about 3 times more data points in the same energy interval, while using only 1/24 of
the beam current used by the KSU tandem spectrometer. Accounting also for the beam
current either by implementing a much faster data acquisition system (which actually
is under progress) or by utilizing really weak ion beams like Boron the spectrograph is
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proved to be faster by a factor of 300 at deceleration factor of F = 4.

In cases where the data acquisition is not limited by the dead time, as for example in
the case of very weak ion beams, the full power of the hemispherical spectrograph shows
that, in fact, gain factors of 300 or larger maybe attained in experimental conditions.
Thus, a typical high resolution spectrum taken with a tandem parallel plate analyser
requiring about 600 min, could now be taken in 2 min. This huge gain in spectra
acquisition time is expected to make the ZAPS technique even more applicable as a
standard investigation tool and open new roads for investigations.
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7 Data Analysis: Determination of absolute DDCS

The primary task of the data analysis is to convert the measured electron spectra to
absolute double differential cross-section (DDCS). The base for this analysis is the raw
data of Fig. 18(h), showing the number of electron counts as a function of the channel
number. In this chapter, the data analysis for obtaining the absolute ZAPS DDCS
spectra is developed.

7.1 Energy Calibration

To convert a spectrum recorded as a function of channel number to electron energy,
an energy calibration of the spectra has to be performed as described in §4.4.3. The
principle of doing this is by detecting, under the same experimental conditions as the
measurement under study, electrons at known energies. Electrons can be supplied
either by an electron-gun, or by ion-atom collision producing well-known target Auger
lines. An electron-gun can provide electrons at any favorable kinetic energy, since the
electron energies are controlled by the electron-gun negative bias voltage, the accuracy
of which is typically 0.1%. On the other hand, known target Auger lines (eg. Ne
— KLL lines), even though they are known with higher accuracy than the electron-
gun measurements, they are only available in certain specific energy regions. Besides,
they are mostly resolved only in deceleration mode and therefore excluded from energy
calibrations at low resolution mode. In addition, their small number per energy slice
(four Ne — KLL lines are detected in an energy slice at F = 4) is not adequate for
determining accurately quadratic energy calibration relations, applicable over a wider
energy region.

Consequently, an electron gun can be primarily used for an energy calibration within
an accuracy of ~0.2%. Though for the accurate determination of the spectral lines,
the information on the beam energy, or the cusp energy ¢ is indispensable (see Eq. 8).
The cusp energy ¢ can be determined by directly measuring the spectrum in the cusp
region. However, the uncertainty in the energy calibration along with the uncertainty
in the maximum cusp peak determination result in an overall uncertainty, which is not
adequate for unambiguous KLL spectral line determination (within 1-2 eV). Instead,
well-known projectile Auger lines can be used for a high accuracy energy spectrum. In
fact, this is the method the beam energy was determined in the experiments presented
in this work. For example, in collisions of 4.11 MeV B?** + H,, the energy of the doubly
excited (252p?)2D line, was used for determining the beam energy and the energies of
the other doubly excited lines with an accuracy of 0.15% (see §9.3 and table 7).

A typical oscilloscope tube electron-gun was biased at a known set of negative
voltages, measured with an accurate multimeter (5 1/2 digit model Keithly 197) and
the positions (channels) of the electron peaks were recorded. The electron gun was
placed at the same position as the gas-cell, in order to have the same lens focusing
conditions. The gas-cell and the electron-gun were mounted in the same cube on the
beam line (see Fig. 11) on micrometer rods and could be interchanged, even during
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the experiment, for testing purposes.

For the set of voltages that the spectrograph was operated, the recorded relation
between the electron energy and the triggered channel number proved not to be linear
but rather a smooth quadratic function of the form of Eq. 114 (see also Eq. 103), as
theory and also SIMION predicted (see §4.4.3 and Fig. 28).

T=a+bi+ci (114)

In order to check the validity of the theoretically predicted universal form of the
energy calibration Eq. 103 (1; = A + Bi + C4?, valid for any tuning energy W and
deceleration factor F), Eq. 103 was re-written after using Eq. 32 in the following form:

T A-14+F B C,
W F F'TF’

(115)

Then from Eqgs. 114 and 115 the normalized universal factors A, B and C are obtained
as:

a
A= —F—-F+1 116
S F-F+ (116)

b
= —F 117
e (117)

Cc
= — F 118
= (118)

In Fig. 48, the factors A, B and C are plotted for tuning energies W ranging from
180eV to 2750 eV, for the deceleration factors of F = 1 and F = 4, while in Table 4
their mean values and uncertainties are given. It is seen that within the error bars of
the individual measurements and moreover of the mean values for each deceleration
case, the universality of the energy calibration relation Eq. 103 is well obeyed. It is
also seen that the energy calibration should be done for a wide set of tuning energies
W and probably at different deceleration factors F in order to get quite accurate A, B
and C values.

Table 4: A, B and C constants for the universal energy calibration relation: 7; =
A+ Bi+Ci

A 04 B 0B C dc

F=11]0840 40004 837x10% 4060x10% 1.30x10% +0.20x10°6
F=4]0845 +0.002 8.00x 10~* +0.17x10™* 1.35 x10~% +0.06 x 10~
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Figure 48: Plot of the A, B and C factors of the experimental universal energy cali-
bration relation 7, = A+ Bi+ Ci?. Electron-gun in use. Mean values for the cases of
F=1 (solid line) and F=4 (dashed line) are shown along with their error bars.

7.2 Double Differential Cross-Section

The Double Differential Cross-Section (DDCS) derivation from the raw experimental
data is obtained from the well known experimental formula given by Eq. 119, applied
in most of the detecting systems using analysers: [13]
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(119)

where 7 refers to the i-th channel. The symbols appearing in this equation are explained
and commented as follows:

Ne: The number of electron counts at a certain channel 7, recorded during the
measurement. The statistical uncertainty in this number is:** §N,, = /N,

DTC: According to §3.7 the dead time correction (DTC) is defined as the ratio
of the total number of counts recorded by a scaler over the total number of counts
recorded by the ADC during the acquisition time interval. Dead time is independent
of the channel number, due to the randomness of the events. In other words, DTC is
the average DTC recorded for all the channels. This fact was checked experimentally
by measuring a portion of the Binary Encounter electron peak in collisions of 21.7MeV
F8* + H, at different count-rates. The count-rate was controlled either by changing
the ion beam current or by changing the gas-cell pressure in the case where the ion
current was already maximum.

N
o
N
o

21.7MeV F* +H, |

21.7MeV F¥ +H, -

[
o2
T
=
o]
T
~
e

=

[e2]
T

=

(2]
T

NN
N e
L~
N S
T T

Counts (x 103)
=
o
Counts (x 10°)
=
o
T

——DTC = 10% ; R
—=—DTC =19%
——DTC =37%
—o—DTC = 58% %

N A OO

80 100 120 140 160 180 200 22 0 60 80 100 120 140 160 180 200 220
Channel # Channel #

LN -Ib (2] [oe]

IS
)
)
o

Figure 49: [Left] A portion of the BEe peak in collisions of 21.7MeV F8* + H,, recorded
at different count rates. Raw data are shown. [Right] Raw data were corrected for DTC.
The peak superimposed on the BEe peak is the (2p?)'D RTE line due to the formation
of F™"[(2p?)! D] state during the collision.

In Figs. 49(left) and 49(right) the raw data and the data corrected for DTC are
plotted, respectively. In Fig. 19 the DTC is plotted as a function of the count-rate,
indicating that the DTC linear dependence on count-rate is satisfied up to count-rates

24Electron counting is random events following the Poisson distribution.
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of 6kHz. In most of the experiments reported in this presentation DTC was limited to
20%. DTC is assumed to be a number exactly known as it is the ratio of two numbers
measured exactly.

Ni: The number of ions collected at the last Faraday Cup of the beam line, dur-
ing the measurement. This number is calculated from the total collected charge Q
(measured in nC) and the ion beam charge state q as follows:

Q(nC)

Ny=— %"
T g 1.6 x 1010

(120)
The total collected charge Q is obtained through experimentally defined parameters

according to the formula:

~ QentIps
QnC) = Cnts

Irs is the current integrator (CI) scale in use (measured in nA). Cnts is the number of
counts per second to be generated by the CI when operated to its maximum reading
at a certain scale. (Qcnt is a number set on the data acquisition software as the upper
limit of the total counts to be generated by the CI. When the number Qcnt is reached,
after adding all the counts generated by the CI, the end of the measurement is signaled.
In other words, Qent defines the duration of the data acquisition.

The normalization of the measurement duration to the beam current, is based
upon the fact that, the beam current is actually not affected from the target collisions.
Indeed, soft and BEe electrons do not change the projectile charge and therefore do not
affect the beam current. ELC part of the cusp electrons may increase the beam charge,
while a decrease may come from electron capture processes. The beam reduction maybe
roughly estimated, considering an ion beam current I, traversing a gas target of density
n. Then the electron current I from a length of path L is given by: [86]

(121)

I=IonL (122)

where o is the total cross-section. For single collision conditions, I can be directly
inferred to the ion beam current reduction. Assuming gas-cell length of L = 5cm,
target pressure 10mTorr, which corresponds to 3 x 10" molecules/cm? (see Eq. 123),
and total cross-section of a maximum value of 106 ¢m?, 2°the beam current reduction
is 15/Z, %, where Z,, is the initial beam charge. Assuming an average value of Z, = 5,
the uncertainty in the beam current and therefore in the number Ny is: IN;/N; < 3%

Another uncertainty in number N; comes from the error in parameter Cnts. For the
CI mostly in use (Brookhaven Instrument Corporation model 1000) the uncertainty in
Cnts was given to be 0.02% for all scales, which is well included in the aforementioned
uncertainty.

25This is the highest value for the total cross-section of the ELC process at collisions of ~ 1 MeV /u
beam energy (see Fig. 42) and of the single electron capture [97]
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L: The effective length of the gas-cell. For a gas-cell with actual length L; and
openings on either side of diameters Dy and D,, the effective length is given by L =
Ly + (D1 + D) /2. For the gas-cell in use (actual length = 50mm, openings diameters:
Dentrance = 1.5mm, D,y = 2mm) L = 5.175¢cm. (D; + Ds)/2 can be accepted as the
uncertainty in length determination, resulting in 6L/L = 3.5%.

n: The number of molecules per cm?. For the gas pressures used in these ex-
periments (i.e. up to about 50mTorr), it is a very good approximation to treat the
gas-target as an ideal gas, described by the well known equation of state PV =n R T.
Using the state equation, the gas density n can be written as a function of the gas
pressure P (measured in mTorr), at room temperature (T = 300 °K), as:

n(molecules/cm?) = 3.222 x 10" P(mTorr) (123)

The assumption of single collision condition (valid for no L << 1) however should
be checked prior to measurement, by comparing the recorded yields at different target
pressures. The situation is illustrated in Fig. 50, where the yield of the BEe peak,
obtained in collisions of 21.78MeV F%* + He, was recorded at different target pressures.
The yields shown were normalized to target pressure of 50mTorr, after correcting for
DTC, revealing a linear pressure dependence up to pressures of 50mTorr. In Fig. 51
the same test took place for collisions of 4.4 MeV B3* + Ar, showing a deviation from
the linear pressure dependence, for pressures higher than 10mTorr.
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Figure 50: [Left] Yield of the BEe peak obtained in collisions of 21.78MeV F?* + He,
recorded at different target pressures. Yields were normalized to a target pressure
of 50mTorr. [Right] Linear pressure dependence is observed for the BEe yield up to
pressures of 50mTorr is observed.
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According to the baratron readings during the measurement, the pressure uncer-
tainty AP/P was never larger than 2.5%. Therefore, dn/n < 2.5%. In this number,
the variation of the temperature, coming either from the laboratory environment or by
the ion beam hitting the gas-cell apertures, is also included.

4.4 MeV B¥ + Ar

—0— P =20mTorr
—Oo— P =10mTorr
—e—P = 5mTorr

Electron Yield (Arb. Units)

0-.1....1...
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Figure 51: 4.4 MeV B?* + Ar spectra recorded in target pressures of 5, 10 and 20
mTorr. Data were corrected for DTC and normalized to the same pressure. Note that
for the case of 20mTorr, a deviation from the linear pressure dependence is established.
The four peaks shown in the spectrum are attributed to the formation of the doubly
excited B?T lines: (a) (152s2p)*P, (b) [1s(2s2p3P)>P_, (c) [1s(252p ' P)]?P, and (d)
(152p*)2D.

AQ: The solid angle defined by the opening of the lens entrance (dr = 4mm) and
the distance [ of the lens entrance from the center of the gas-cell (I = 264mm).

Wd%E
4]2

AQ = = 1.8 x 107*sr (124)

The uncertainty in AQ) arises from the extended gas-cell target. Considering also
the gas-cell half length in the calculation of the solid angle, (i.e. [ + 25mm), the solid
angle uncertainty reads: 6(AQ)/AQ = 9.5%.

AE: The energy step of the spectrum per channel. Re-writing the relation (32) as
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T =% (r — 1+ F) and identifying T with E, AE; becomes:

B dT W

A7, is calculated from the energy calibration formula (103) as:

Anzg(BqLQCi) m:%(3+20¢) (126)

since Ai = 1. Combining relations (125) and (126), AE; reads:
w
AE; = — (B +2C) (127)

The accurate knowledge of AFE is the most sensitive and important correction to the
raw data, since all the other parameters are - under most experimental conditions -
numbers, whose effect on the raw data is only multiplicative. AE, on the contrary, also
tilts the spectrum resulting in both the correct electron yields and the proper matching
of the different tuning energy spectra slices.

In order to illustrate this correction, a simple model for simulating the ideal HDA
was implemented. Electrons were generated within a disk at the center of the gas-
cell region at random positions, angles and Gaussian distribution energies, and then
flown to the entrance of the lens, focused in first order at the entrance of the analyser
and finally energy analysed and detected at the PSD surface. Data output of x and
y electron positions on the PSD surface were projected onto the dispersion axis and
transformed to artificial raw data, i.e. counts vs channel number. The channel numbers
were also energy calibrated using the exact theoretical relation Eq. 101. The model was
programmed in FORTRAN code and 1,000,000 electrons were flown for each Gaussian
peak.

The raw data (counts vs energy) for such an artificial electron peak with a Gaussian
distribution in initial energies with mean energy T = 1000eV and FWHM = 150eV, as
obtained from the previously described model, are shown in Fig. 52 (left). The peak
was recorded in three different slices of tuning energies 900eV, 1000eV and 1100eV, as
the peak width was larger than the energy window of the analyser. It is obvious that
the different energy slices recorded at different tuning energies need to be corrected
so as to properly match in the overlap. It is straightforward to see that, a simple
multiplication of the raw data is not adequate for such a correction. In Fig. 52 (right)
the raw data have been corrected for the energy width of the channel AE; resulting in
the electron yield (counts / AE;) showing a perfect matching of the different energy
slices.

The same study was also repeated for the case where the electrons were decelerated
(F > 1) prior to their energy analysis. In Fig. 53 (left) the raw data of a Gaussian
energy electron distribution detected at deceleration factors of F = 1 and F = 4 are
shown. The initial electron peak at mean energy T = 1000eV and FWHM = 100eV is
“recorded” at tuning energy W = 1000eV for the case of F = 1. When F = 4 the same
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Figure 52: [Left] Artificial raw data (counts vs energy) for a Gaussian electron distri-
bution over energy is obtained from the simulation of the ideal field HDA at three slices
of different tuning energies. [Right/ Artificial raw data after correction for the channel
energy width AFE. Perfect matching of the energy slices is observed. Deceleration
factor F = 1.

peak is “recorded” at five different energy slices (as the energy window of the analyser
is inversely proportional to the deceleration factor F) of tuning energies of W = 900,
950, 1000, 1050 and 1100eV. In Fig. 53 (right) the raw data were corrected for AE
resulting not only in the perfect matching of the energy slices for the F = 4 case, but
also in the perfect matching of the recorded spectrum for both deceleration factors.
The last result shows that the electron yield is indeed independent of the deceleration
factor F, as it should be, demonstrating the correctness of the suggested dispersion
correction for the HDA. This demonstration was performed assuming an “ideal” 1/r
potential, and using simulated data. An example of matching different energy slices
for a real measurement, is shown in Fig. 57.

The previous examples illustrate the method of matching the different spectra slices
in cases where the detected peaks were very broad in energy width (i.e of the order of
the analyser energy window: ATpw gy > ATwinpow). The situation is completely
different when the peak width is very small (ATpw py << ATwinvpow)- In this case
the final peak shape is governed by the spectrograph energy resolution.

In Fig. 54 an electron energy distribution consisting of two Gaussian peaks G; and
G, of mean energies 1000eV and 1020eV with FWHM of 25eV and 1eV, respectively,
were “recorded” at tuning energies of 1000eV and 1050eV with a deceleration factor F
= 1. It is clearly seen that the spectra parts which are governed by the spectrograph
resolution (i.e. the Go peak) do not match. The explanation is based upon the detection
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Figure 53: [Left] Artificial raw data (counts vs energy) for a Gaussian energy electron
distribution obtained from the simulation of the ideal field HDA at deceleration factors
of F =1 and F = 4. Five energy slices were required for the F = 4 case to cover the
peak energy spread. [Right] Artificial raw data after correction for the channel energy
width AE. Perfect matching of both the energy slices in the case of F = 4 and the
absolute electron yield obtained separately for the two deceleration factors.

procedure. The peak G, is detected at the beginning (low channel number) of the PSD
dispersion axis in the case of W = 1050eV, and at the end (high channel number) in
the case of W = 1000eV. Since the spectrograph energy resolution depends upon the
detection position (see Fig. 89), the final shape of the detected peak is affected by
the position at which it is detected. The spectrum parts which are not affected by
the spectrograph energy resolution (i.e. the G; peak) show a perfect energy matching
of the slices, as it is expected. Thus, the different overlapping energy slices should
be matched only at regions where the spectra are continuous rather than where sharp
peaks exist.

The uncertainty in AFE can be calculated from the uncertainty of the factors B and
C, shown in Fig. 48. Assuming an average uncertainty for channel number ¢ = 130
and the values of Table 4, the average uncertainty in AE is obtained as: §(AE)/AE =
8.5%.

T: The transmission of the spectrograph. Transmission is defined as the ratio of
the number of particles detected by the spectrograph exit (PSD area) over the number
of particles entering the spectrograph entrance (lens entrance). Therefore the only
particles that are taken into account in the transmission definition are the ones that
are emitted from the gas-cell through a cone defined by the distance between the gas-
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Figure 54: Artificial spectra of electron energy distribution, consisting of two Gaussian
peaks Gy and Gs, of mean energies 1000eV and 1020eV, and FWHM of 25eV and 1eV,
respectively are “recorded” at tuning energies of 1000eV and 1050eV and a deceleration
factor F = 1. Note that the Gy peak parts of the spectra (for which ATpwpy <<
ATwinpow) do not match well, due to differences in analyser resolution along the
PSD. However the areas of peaks G1 and G, are the same for both cases of W, as
expected.

cell and the lens entrance and the opening dimension of the lens entrance, i.e. the ones
that are flying within the solid angle AS) defined for the spectrograph previously in
this chapter.

Transmission is, in general, a function of the particle exit position. According to
the theory of the ideal hemispherical analyser, the transmission function is described
by a trapezoidal form. [67,73] In principle the lens transmission can be assumed to be
unity, due to the large analyser entrance opening used (dap = 6mm). Therefore the
linear magnification can easily be limited to values of |M| < dar/d, = 6/2.5 = 2.4,
even for very high deceleration factors, when proper lens voltages are applied (see Fig.
87). Consequently the spectrograph transmission should follow the trapezoidal form of
the ideal HDA.

Indeed, in Fig. 55(left) a SIMION study of the HDA transmission is shown for the
case of £ =1.23, y=1.5and F = 1. A group of 63 electrons generated all over the
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gas-cell volume were flown at different group energies and the electrons detected at the
PSD area (40mm diameter) were recorded. Lens voltages were set according to the
energy resolution optimization. The trapezoidal transmission function form is evident.
In Fig. 55(right) an experimental example is shown. A portion of the experimental
Binary Encounter electron peak recorded at F = 1 and W = 2500eV in collisions of
21.5 MeV F%* 4+ H,, is shown along with the theoretically predicted one. Experimental
data were normalized to the theory. The sudden cut-off of the experimental spectrum
justifies the trapezoidal form of the spectrograph transmission.
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Figure 55: [Left]SIMION study of transmission of the hemispherical spectrograph for
the case of & = 1.23 and v = 1.5. [Right] Experimental spectrograph transmission
visualized from the comparison between the experimental Binary Encounter electron
peak recorded in collisions of 21.5 MeV F? + H, (data points), and the theoretically
predicted one (solid line).

In all data analysis, only the part of the spectrum for which transmission was
maximum was retained.This was true for the channel interval between 40 and 220.
The maximum transmission value was then determined by the two 90% transmission
grids, placed at the exit of the analyser, i.e. T = (0.9)®> = 0.81. The accuracy of the
transmission value is expected to be better than 0.01. Therefore AT /T < 1%

1n: The MCP efficiency. 7 is the probability that an electron reaching the MCP
surface will produce an electronically measurable signal (a pulse higher than the noise
level). From a statistical point of view, the efficiency can be defined as the ratio of
the average number of electrons producing measurable signals when hitting the MCP,
to the total number of electrons hitting the MCP surface during the data acquisition
time.
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The efficiency (for a certain MCP orientation and for a certain overall MCP voltage)
depends on the active MCP area and the electron kinetic energy. The active MCP
area is defined as the actual area occupied by all the microchannels cross-sections
over the total MCP area. There is a certain probability for an electron not to enter
a microchannel of the MCP, but hit the surface between neighboring microchannels
instead. In this case a real event is not recorded. For the MCP used in the experiments
presented in this dissertation, the active area, as given by the manufacturer?, was 55%.
However, even if the electron enters the microchannel, it may not produce a measurable
signal, due to the quantum character of the amplification process. This is the second
case where a real event is not recorded. Therefore the absolute experimental efficiency
is expected to be smaller than the value of 55%.

The amplification factor of an MCP is a function of the kinetic energy of the charged
particle that is detected. For electrons, detection at energies around 300eV have the
highest efficiency. For higher kinetic energies amplification drops slowly, while for lower
kinetic energies it drops much faster. [98-100] The relative MCP efficiency was studied
by using the (2p?)'D RTE peak superimposed on the BEe peak in collisions of 21.7
MeV F¥F + Hy. The spectrum was recorded at a tuning energy W = 2500eV, for
different detection energies. This was achieved by biasing the PSD at appropriate
voltages. The raw data were corrected for DTC and each spectrum was integrated
over the same energy area under the RTE line. The total counts for each integration
were normalized to the maximum value of the integration set. The results, presented
in Fig. 56, show that the maximum efficiency occurs at kinetic energies around 350eV,
followed by a sudden drop at lower energies and a smooth decrease for higher energies,
as already expected.

Although Fig. 56 indicates the maximum efficiency at electron energy of 350 eV, it
would be a mistake to adopt this value for the measurements. As seen in Fig. 56, the
efficiency function varies relatively fast around the 350 eV value. Since the analyser
energy window is ~20%, a choice of a universal detection energy at 350eV would result
in a measurable efficiency variation over the PSD area. To avoid this problem, an
electron energy detection of 1000 eV was used instead. This means that the MCP
voltages were always set in such a way (negatively biased, see Fig. 17) so that the
central ray always impacted the MCP with an energy of 1000 eV.

For the low resolution mode though, where the energy window extends from 900eV
to 1100eV, a further correction of the efficiency can be implemented. By fitting the
detection energy region between 800 — 1200 eV in Fig. 56 to a line, the efficiency n
results in the following form:

n(Eppr) = 7[1 =10~ (Eppr — W) (128)

where Fppr is the electron detection energy, and 7 the efficiency value for Epgpr =
1000eV, which is left to be determined. For the high resolution mode, the energy
window is narrow enough to allow for treating the efficiency as a number, i.e. 7 = 1.

26Gallileo Electro-Optics Corporation (now Burle Electro-Optical Inc.).
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Figure 56: Experimental relative MCP efficiency 7 as a function of the electron energy
detection. The absolute MCP efficiency (right y-axis) refers to the average absolute
MCP efficiency 77 = 40% at 1000 eV detection energy.

The overall uncertainty in the efficiency 7 is thus primarily due to the uncertainty in
7 and it is described next.

7.3 Absolute MCP efficiency determination: Binary Encounter
electron normalization

In §2.1 the excellent agreement between experimental studies on the BEe DDCS using
H; and He targets in collisions with bare projectiles and the Impulse Approximation
(IA) model at collision energies of a few MeV/amu, was mentioned. This fact was
embodied in the data analysis, in order to define the absolute MCP efficiency. On the
assumption that all the parameters involved in the DDCS formula of Eq. 119 except
the MCP efficiency 7 are well known, the BEe peak was used to determine the absolute
value of 7.

The BEe peak was recorded in collisions of 21.5MeV F* + H, at tuning energies
of 1850eV, 2100eV, 2300eV, 2500eV and 2700eV, in order to fully cover the BEe peak
region (and at the same time check the matching quality of the different spectra slices)

106



at a deceleration factor of F = 1. The raw data were corrected for all the experimental
factors except the MCP efficiency n which was treated as a free parameter. It was
found that an agreement between theory and experiment was established for the value
of 7 =0.4. The result which is shown in Fig. 57 is reasonable since the maximum
value of n defined by the manufacturer, as mentioned before, is 0.55. During a set of
measurements involving boron projectiles, which lasted more than a month, while ex-
perimental conditions were kept unchanged, the MCP efficiency measurements showed
that the value of n remained well within the range of 0.4 — 0.5.
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Figure 57: Absolute MCP efficiency n obtained by the normalization of the experi-
mental data obtained in collisions of 21.5MeV F°* + H,, at tuning energies of 1850eV,
2100eV, 2300eV, 2500eV, 2700eV with deceleration factor F = 1, to the IA BEe theory.
An intrinsic MCP efficiency 7 = 40% for an electron detection energy of 1000eV was
obtained. Note the good matching of the spectra slices.

It is well known that the high energy shoulder of the BEe peak, obtained in collision
energies of a few MeV/u of highly charged ions colliding with He or H, targets, is
described very accurately by the TA - BEe models. [46] This fact was used for the
determination of the MCP absolute efficiency n as a function of the detection position
(channel). The BEe spectrum of 21.5 MeV F%" + H,, recorded at tuning energy of
W=2700 eV and deceleration factor F=1, was divided by the TA - BEe calculated
one and normalized to its mean value 7 = 0.4. The variation of 1 over the PSD
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dispersion axis is illustrated in Fig. 58. It is clearly seen that the efficiency variation is
dn/n < 1.25%, which is well accepted for the DDCS accuracy of the experiments this
dissertation is involved with.
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Figure 58: Absolute MCP efficiency n as a function of the PSD position - channel
number.

The MCP efficiency 7 is the most sensitive overall parameter involved, since it can
be easily affected by the PSD voltages, the vacuum quality or the threshold setting
on the CFD. Therefore its frequent monitoring, through the procedure of BEe peak
normalization, ensures an accurate absolute DDCS determination.

The uncertainty in the average efficiency 7 arises from the quality of the fit to the
BEe peak. For the measurements presented in this work, the average efficiency could
be varied within an absolute uncertainty less than 10%. Therefore this average value
of 677/ = 10% can be safely assumed for the error analysis.

7.4 Error analysis

The uncertainties involved in ZAPS measurements refer to either the energy or the
DDCS of the spectra. Energy uncertainties have already been treated in §7.1. The
DDCS measurement involves both statistical and systematic errors. Statistical uncer-
tainties, arising from the electron counts N, & v/N,, are treated in the error analysis
according to the usual method of error propagation for uncorellated variables. [101]
The error bars, accompanying the experimental data in the graphs presented in this
dissertation, are referred to the statistical uncertainties only.
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The systematic uncertainties depend on the accurate determination of the rest of
the quantities present in DDCS formula in Eq. 119. In Table 5, the typical values of
the previously discussed experimental quantities along with their maximum percentage
uncertainties are given. The average absolute uncertainty on the DDCS, do /o, can be
estimated by adding in quadrature all the estimated uncertainties for each term in Eq.
129:

() () (R (S () ()

17% (129)

IN

The previous absolute uncertainty estimated value for DDCSs is typical for the
ZAPS experiments. Furthermore, it should be mentioned that, the SDCS measure-
ments reported in this dissertation were obtained by integrating the area of the Auger
peak and the integration uncertainty was included into the statistical uncertainty.
Therefore, the new SDCS measurements are accompanied also with estimated absolute
uncertainty of do /o < 17%.
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Table 5: Experimental quantities related in the determination of the absolute DDCS
spectra, according to Eq. 119. Typical values are given along with their maximum
percentage uncertainties.

Quantity X Typical Error
Value IX/X
Number of ions N;p 10'2 (@ +3%
Effective gas-cell length L 5.175 cm +3.5%
Target density n 3.2 x 10"3-P(mTorr) +2.5%

Energy interval per channel AF 1.2-1073 (%) ®  +£8.5% ®

Acceptance solid angle AQ 1.8 x 10~ %sr +9.5%
Grid transmission T 0.81 +1%
Average MCP efficiency ] 0.4-0.5 +10%

¢ Refers to ~3,000 nC of ion charge q = 3 collected at the F.C.
b Refers to channel i = 128

110



8 Binary Encounter electrons

8.1 Background and motivation

A very important ionization mechanism in energetic ion-atom collisions is the interac-
tion of a target electron with the projectile in a hard binary collision. This is a two
body process with maximum momentum transfer to the target electron from the pro-
jectile nucleus. The heavy nucleus is considered to be the Coulombic center, while the
target is responsible only for the initial electron velocity distribution, its nucleus play-
ing a negligible role in the ionization process itself. The emerging target electrons are
referred to as Binary Encounter electrons (BEe). [102] BEe give rise to a broad energy
peak, the characteristic shape of which reflects the initial electron velocity distribution
corresponding to the Compton profile of the target [103].

The spectral location of the BEe peak can be calculated by classical two body
kinematics, in which a bare nucleus collides with a free electron, initially at rest. Energy
and momentum conservation imply that the BEe peak lies at an electron energy given
by: [104]

epp = 4t cos* 0 0° <6 <90° (130)

where 6 is the electron emission angle, and ¢ = 1/2mV}? is the cusp energy (Eq. 3).
Thus, for zero-degree electron observation (i.e. §# = 0°) the BEe peak occurs at egp =
4t. As the BEe velocity is twice the initial projectile velocity, V,, they are also referred
to as 2V}, electrons. [105] However, when a bound target electron is considered, the free
electron delta function energy peak is broadened by the initial velocity distribution, and
the BEe peak appears with a broad energy distribution reflecting the target-electron
Compton profile centered around egp = 4t¢. Furthermore, the target-electron binding
energy along with a post-collision attraction of the ionized target electron to both the
projectile and the target charges, reflecting two-center effects [106], are responsible for
a shift in the BEe peak to lower energies (see Ref. [44] and references therein).

The detailed understanding of the BEe production is primarily useful for the dynam-
ics of small impact parameter collisions (a binary collision is a small target-electron—
projectile-ion impact parameter collision) and related projectile screening. [107-109]
BEe production is also of potential importance in the study of characteristic K-Auger
electron spectra in heavy ion—atom collisions, since BEe is often the dominant compo-
nent of such spectra and can interfere with the coherent Auger processes, as for example
the resonant transfer and excitation followed by Auger decay (RTEA). [110] Further-
more, the BEe peak is often used as a benchmark for the in situ electron detection
efficiency normalization, since very simple models have been found adequate to predict
its magnitude and position. [10,46] Such an in situ normalization has been applied to
the experimental data presented in this work, and details have already been presented
in §7.3. Also, since BEe are normally the most energetic electrons ionized from the
target in ion—atom collisions, they are the largest source of damage in collisions of ions
impinging upon the atoms of a solid or biological material. Consequently, important
studies on radiotherapy using heavy ions [111], on biological effects of radiation on
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human tissue [112] and on stopping power of heavy ions in dense targets [113] require
an accurate modeling of the BEe production mechanism.

The production of BEe is a part of electron emission in heavy ion—atom collisions
and has been extensively studied the past thirty years (for recent reviews, see Refs.
[47,104]). By the late-80’s the BEe formation in energetic bare-ion-atom collisions
had been thought to be well understood. [46,86,102,107,114-118] The use of energetic
bare projectiles established the well-known scaling of the BEe DDCS with the square
of the projectile nuclear charge, Z> (Rutherford scaling). [46] Extensions of the bare
projectile results to partially stripped ions, indicated also a BEe DDCS scaling with an
effective (screened) projectile nuclear charge value of Z;z, which ranged between the
values of the nucleus charge Zg and the ionic charge ¢2, in agreement with the static
screening model. [102,107-109, 119

However, two experiments have dramatically illustrated that the proposed effective
charge scalings were inadequate to describe the BEe DDCS’s production in collisions
of non-bare ions with atoms. In the first, Kelbch et al. [120] found that at certain
angles, instead of the usual BEe peak, an unexpected double peak structure appeared
when 1.4 MeV /u partially stripped uranium ions collided with noble gas targets. In
the second, Richard et al. [2] found an increase in the 0° DDCS spectrum of the
BEe peak with decreasing projectile charge state, in collisions of partially stripped
fluorine ions with helium and hydrogen targets. Both these results were contrary
to all static screening predictions and were termed “anomalous”. The origin of the
explanation for both anomalies is the fact that the target electrons are scattered by a
partially stripped projectile which presents to them a strongly non-Coulombic short-
range potential, unlike in the case of a bare projectile.

The theoretical investigations, following the results of Richard et al., showed that
the 0° BEe DDCS production from fast collisions of partially stripped ions with light
targets (Hy, He) can be described within the impulse approximation (see §8.2), as the
elastic scattering of quasi-free electrons in the static screened field of the projectile
nucleus. [1,121-123]. Further experimental [124,125] and theoretical [1,126-129] in-
vestigations showed that the electron exchange is also an important factor on the BEe
production. Since that time, the projectile charge state dependence of the BEe DDCS
has been measured [130-134] and calculated [110,113,135-138] for a variety of collision
systems using H, and He targets, confirming the general enhancement behavior for
non—bare ions. The validity of the impulse approximation method for the BEe produc-
tion has also been successfully tested in measurements of energetic ions with heavier
targets. [44,139]

Non-zero-degree measurements and calculations utilizing heavy projectiles (Cu, I,
Au, U) [113,135,140-143] were also conducted for the investigation of the “anomalous”
BEe double peak structure observed by Kelbch [120], attributing the formation of these
structures mainly to the diffraction of the quasi-free target electrons in the potential of
the projectile. Further non-zero-degree experimental studies using lighter ions, [134,
144-150] showed that the BEe enhancement effect prevails up to a critical laboratory
observation angle, beyond which BEe production approaches the normal long-range
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screened scaling. In addition, more sophisticated theories treating the BEe production
as a part of the electron ionization in ion-atom collisions have also been developed
[151-158].

Recently, Bechthold et al. [159] reported on an intra—atomic double scattering of
BEe in collisions of 5.9 MeV/u U?*T with neon, xenon and molecular targets. Ac-
cording to their interpretation of the findings, the target BEe electrons emitted at
extreme forward laboratory angles are subsequently elastically scattered in the target
nuclear potential to the large angles where they were observed. They referred to these
electrons as “ternary encounter electrons” since a double scattering event is neces-
sary to produce them. Ternary encounter electrons were earlier observed by Suarez et
al. [160] who reported on the observation of 3V, electrons in the forward direction in
comparison of 20-50 keV HT™ and H® on He collisions. They attributed the electron
peak to a projectile electron, which is first scattered in the target nuclear potential
and then again in the projectile potential. Very recently, Sulik et al. [161] reported
on the experimental evidence for consecutive projectile-target-projectile (triple) and
projectile-target-projectile-target (quadruple) “ping pong” scattering of ionized target
electrons in single C™ + Xe collisions at 150 and 233 keV/u. According to the “ping
pong” scattering process, the target electrons may be observed at velocities of 2V,
4V,, 6V,, ..., etc, while the projectile electrons may be observed at velocities of 3V,
5V,, TV,, ..., etc. These results underline that knowledge about even fundamental
ionization processes is still constantly evolving.

In this chapter, the charge dependence of the 0° BEe peak production is studied for
partially stripped boron ions colliding with hydrogen targets. The study was motivated
primarily by the need for an in situ calibration of the electron detection efficiency. [10]
The lack of any measurements or calculations on BEe production for boron ions in
the literature, mainly due to the weak boron beam intensity available by the tandem
Van de Graaff accelerators, also added to this decision. Specifically, the BEe peak
enhancement factors defined by the ratio of the non-bare to bare BEe DDCSs for the
collision system B?~%)* + H,. are studied at impact energies of 0.4-1.2 MeV /u, which
is the energy region where the rest of the data presented in this dissertation were
recorded. The Elastic Scattering Model (ESM) and Rutherford (bare nucleus) models
are used within the impulse approximation in order to calculate the dependence of the
enhancement factors on the projectile charge state. ESM calculations show a very good
agreement with the experimental data.

8.2 Impulse Approximation

The Impulse Approximation (IA) describes the interaction of a fast projectile with a
much slower target electron neglecting the collisional effect of the nucleus to which
the electron is bound. The TA was initially applied in ion-atom collisions to RTE
studies [162], and since then it has been successfully applied to other e — e processes
such as electron-electron Excitation [33], electron-electron Ionization [35,36], Inelastic
Resonant scattering [48] and Super-Elastic Scattering [163], thus providing a unified
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approach for dealing with all target-electron — projectile-electron interactions [164]. In
addition, the TA has been successfully utilized in BEe. [46,165]

The basic assumption of the IA is that the collision velocity V,, is large compared to
the velocity of the target electron vy, i.e. V, /vy >> 1. [162] Thus, during the collision
time, the target electron can be considered fixed. Viewing the collision process from the
projectile rest frame, the electron can be treated as a quasi-free particle approaching
the projectile nucleus with a velocity v = V+vy. Then, the quasi-free electron impact
energy in the projectile frame is written as: [164]

1 1 p2 p2 p2

! 2 2 T Y z
= - =-mV oV —/— 4+ — 131
€=gmvi=omVidp. -Vt ob o+ (131)
where p; = muv; is the momentum component in the j = z,y, z directions and m

the electron mass. Brandt [162] in his RTE - TA treatment, neglected the p? terms
for small electron velocities, v;; << V,. Ttoh [22] et al. also neglected the p? terms,
but subtracted the ionization energy of the active target electron E; as a correction.
Lee [46] et al. improved agreement between the TA model and experiment by keeping
the E; correction along with the p? term. Following Lee’s TA model, Eq. 131 is written
for the i-th target quasi-free electron as:

6I — 1 pg,
2 2m
Thus, within the TA, the DDCS in the projectile frame for the ion-atom collision,

%, can be related to the SDCS for the free electron-ion collision, %, as follows

(atomic units):
d*o(€,0) do(€,0')\ (i Ji(Q:)
dvde Z < Y ) < V, + Q; ) (133)

Qi =p.. = V2\/é + E, —V, (134)

obtained by solving Eq. 132 for p,, and

5(@Q0) = | [ dpadpy 105(p)* (135)

is the Compton profile which gives the probability of finding a specific target electron ¢
with a z-momentum component (); , where z is the direction of the projectile velocity.
Vi (p;) is the i-th electron wavefunction in momentum space while n; is the number of
electrons in the ¢-th subshell. The single differential cross section % is considered to
be a function of the free electron impact energy ¢’ and the scattering angle ¢’. The
sum index 7 in Eq. 133 should run over all target electrons satisfying the basic TA
assumption, i.e. V, >> vy,.

Calculated Hartree-Fock Compton profiles are available in the literature. [166] For
H, and He targets, analytic expressions have been derived from fits to measurements

using X-rays. [167]

mV;? + Dz V;J + - Eli (132)

where
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8.2.1 Rutherford Scattering Model

The single differential cross-section of a free electron colliding with a bare nucleus of
charge Z, is successfully described by the Rutherford scattering model and is given in
atomic units by: [168]

do(¢,0')
asy

p 2
T (136)
)]

4 ¢ sin® (9—

2

where primed symbols refer to the projectile rest frame.

Substituting Eq. 136 in Eq. 133, the DDCS of a quasi-free electron scattered at
180° (zero-degree laboratory observation angle, § = 0°) from a bare nucleus is described
under the TA - Rutherford treatment as:

2
ZL Q) (137)
Vo + Qi
The laboratory frame Rutherford DDCSs are obtained according to the transforma-
tions described by Eqs. 14 and 8. In Fig. 59, theoretically calculated TA - Rutherford
BEe DDCSs, illustrating the dependence on the projectile energy, the nuclear charge
and the Compton profile, are shown in the laboratory frame. The Compton profiles
of Hy, He and Li are also shown in Fig. 60 (top) for comparison. The Rutherford
SDCS, a smoothly varying function to which the Compton profiles of different target
electrons are folded, resulting in the BEe peak shape usually observed, is shown in Fig.
60 (bottom) for Z, = 9 and scattering angle of §' = 180° (backscattering correspond-
ing to zero-degree laboratory observation angle). It should be mentioned here that the
Li(1s) electrons do not satisfy the IA basic assumption V, >> v;,, and therefore were
not included in the calculations.

d*o(€, 0 =180°) [é
dS) de' 4¢

1

8.2.2 [Elastic electron Scattering Model

As it has already been mentioned, BEe production from fast collisions of ions with Hy
targets can be described within the IA as the elastic scattering of quasi-free electrons
in the statically screened field of the projectile nucleus including electron exchange
effects. This is also known as the Elastic electron Scattering Model (ESM). In the
ESM calculations described by Bhalla et al. [129], the static potential and nonlocal
exchange contributions are computed in a self-consistent Hartree-Fock atomic model.
The Coulomb phase shift and the additional phase shifts due to screening and exchange
effects are calculated using a partial wave treatment. The details of the calculation can
be found in Refs. [123,129,169] The ESM code, which was used for comparison to the
experimental data, was generously provided to me by Prof. C.P. Bhalla.
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Figure 59: Theoretically calculated IA-Rutherford BEe DDCSs. [Top-Left|BEe DDCSs
in collisions of BT + H, as a function of the projectile energy. [Bottom-Left] BEe
DDCSs in collisions of 1 MeV/u B + H,, He and Li targets. [Right] BEe DDCSs
in collisions of 1 MeV /u Z]DZer + Hy, where Z, is the projectile atomic number, as a
function of bare nucleus charge.
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Rutherford cross section for nuclear charge Z, = 9 and scattering angle of ' = 180°.

8.3 BEe peak enhancement factors for collisions of 0.4-1.2
MeV /u B2+ 4+ H,

In this dissertation, the BEe studies are focused on the process of the 0° BEe DDCS
enhancement for partially stripped ions, i.e. for the collision system of 0.4-1.2 MeV /u
B(-%+ 4 H,. For this reason, a more detailed historical overview on this issue will be
given before the presentation and discussion of the new results.

8.3.1 Historical background

Richard’s results on the anomalous projectile charge dependence of BEe production
were followed by a large number of theoretical and experimental investigations. Quin-
teros et al. [130] performed coincidence experiments between the binary encounter
electrons and the projectile final charge state for the 0.53 MeV /u F¢* + H, collisional
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system, showing that electron capture as a process competing with the BE process
could not reduce the BEe emission by a measurable amount. They also showed that the
projectile electron loss process did not contribute to the BEe peak under 0° detection.
Both previous processes were candidates for the explanation of the BEe enhancement.
Jagutzki et al. reproduced Quinteros results by performing similar experiments for the
0.53 MeV/u Cu?" + He collisional system, showing in addition a significant deviation
of the BEe peak spectral shape, where the emission of higher energy electrons in the
laboratory forward direction was favored for less stripped projectiles.

Theoretical investigations were initiated by Olson et al. [121] who conducted a se-
ries of calculations on the U?" 4+ Ar system at impact energy 1.4 MeV /u, using the
three-body classical trajectory Monte Carlo method, showing a BEe peak 10 times
larger for the partially stripped U32* ion than for the fully stripped U%* ion. They
attributed this behavior to the structure of the impinging non-bare projectile poten-
tial. Reinhold et al. [122] extended the impulse or binary encounter approximation to
the non-Coulomb interaction between a clothed projectile ion and a target electron, to
explain the anomalous BEe peak behavior. They qualitatively reproduced Richard’s
results showing that the enhancement of the elastic cross section at backward angles
in the projectile frame, for the scattering of an electron from the statically screened
projectile, accounts for the BEe peak enhancement. They also demonstrated by means
of the classical deflection function 27 that the F3* behaves like an ion with Coulomb
charge equal to +3 for distant collisions and similar to 9+ for close collisions. Surpris-
ingly though, for small impact parameters the deflection function for F3* exceeds that
of the bare F*T ion. Shingal et al. [123] also performed elastic scattering calculations
for fluorine projectile ions, using a statically screened projectile potential, to estimate
the degree of the enhancement. Taulbjerg [1] was the first to include electron exchange
in his elastic scattering model for one-electron fluorine ions, F&*, predicting a 10%
increase in the total BEe cross section due to the exchange term. His calculations were
in excellent agreement with Richard’s results.

Taulbjerg also provided a simple qualitative explanation for the BEe peak enhance-
ment using the concepts of inner and outer screening, respectively [1], which I find quite
clear and useful. Inner screening operates to reduce the effective central charge of the
nucleus, while outer screening accounts for the reduction of the binding energy of the
active electron. The Rutherford differential scattering cross section is proportional to
the square of the central charge but inversely proportional to the square of the impact
energy. Therefore, in collisions of electrons with clothed ions, inner screening of the
projectile electrons tends to reduce the cross section, while outer screening has the effect
that the electron is accelerated less in the clothed ion field than in the corresponding
field of the bare nucleus, and accordingly tends to increase the cross section.?® It is
likely that for the case of scattering through 180° in the projectile frame, the outer
screening will dominate over the inner screening explaining qualitatively the observed

2Tthe impact parameter as a function of the scattering angle
28The concepts of outer and inner screening refer to the long-range and short-range potentials,
respectively. They are also referred to as “screening” and “antiscreening” effects. [2]
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enhancement. As also pointed out by Schultz and Olson [113], “the effect of the screen-
ing of the nuclear charge in the partially stripped ion case is to lower the velocity at
which the electron reaches the distance of the closest approach, allowing a greater time
for deflection and the possibility that much larger impact parameters can contribute
to a particular range of scattering angles, especially in the backward direction”.

Schultz and Olson [113] were the first to provide a systematic theoretical study of
the BEe peak enhancement factors for a wide range of nuclear species (C, F, Fe, I
and U) and over the range of charge states possible with these ions, as a function of
the collision energy. However, their elastic scattering model does not include electron
exchange effects due to the complexity of the problem when many electrons are present.
They showed that the increase in the BEe peak intensity is not a constant function of
the impact energy. At large impact energies BEe production scales as Zz, where Z,, is
the nuclear charge, while for low impact energies approaches a ¢* scaling, where ¢ is
the ion charge. It is the intermediate range of energies where the greatest enhancement
occurs. They also provided a rule of thumb for collision energy at which the ratio of the
partially stripped ion induced binary peak to that for the bare projectile is maximized,
ie., By .. =~ 0.757Z,.

Elastic scattering models utilizing statically screened projectile potentials which
included also electron exchange terms, were developed by Chen et al. [126] and Bhalla
et al. [129], indicating a better agreement with the experimental data. However, the
validity of the electron exchange contribution was not yet well established, as it was
strongly questioned by Salin [127] (see also Taulbjerg’s answer [170]). A more detailed
experimental work by Gonzalez et al. [124] studying simplified collisions between one
electron ions of He, C, N, O and F with H, targets, showed a very good agreement
with theoretical calculations which included electron exchange contributions. Hidmi et
al. [125] performed also detailed experimental work colliding partially stripped carbon
ions with hydrogen targets at incident energies of 0.75 MeV /u. Their results on the BEe
enhancement factors compared to Bhalla’s elastic scattering model [129], clearly showed
a non-negligible (about 10%) electron exchange contribution, thus establishing the
electron exchange process as a significant term in the elastic scattering models (see for
example Ref. [138]). A more systematic experimental study on the BEe enhancement
factors for a wide variety of partially stripped ions (H, C, N, O, F, Si and Cl) colliding
with molecular hydrogen targets at incident energy of 1 MeV/u were also given by
Hidmi et al. [132]. Posthumus et al. [133] reported on BEe peak enhancement factors
for fast (6 — 8 MeV) C?" and O4" + H,, while Liao et al. [134] reported for 1 MeV /u
FU-9+ 4 H,.

Zouros et al. [139] explored subshell contributions and reported on the projectile
charge state dependence of the 0° BEe production using 30 MeV O“~8)* in collisions
with O, targets. The use of heavy targets also showed a definite enhancement with
respect to the bare projectile BEe production. Also, BEe production calculations
within the impulse approximation were found to be in good overall agreement with the
measured DDCSs, using only the Oy L-shell electron contribution. Zouros et al. [44]
extended their previous study to a variety of targets (Hy, He, Oy, Ne, and Ar) showing
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that the BEe DDCSs based on the impulse approximation and independently computed
elastic cross section scattering were in excellent agreement with the data for Hy and
He targets and in good agreement for the other multielectron targets, but only when
outer subshells alone were included, for which V,,/v; >> 1, i.e. the IA criterion was
valid.

Next, the enhancement factors of the non—bare to bare BEe DDCSs of the colli-
sion system B?5* 4 H,, are studied for the ion impact energies of 0.4-1.2 MeV /u.
Theoretical calculations based on the Elastic Scattering Model utilized within the Im-
pulse Approximation are compared to the experimental data, showing a very good
agreement.

8.3.2 Results and discussion

The BEe enhancement factors for boron ions were determined experimentally as follows.
Ions of 13 MeV BT ions were obtained from the tandem Van de Graaff accelerator,
post-stripped to B>* bare ions and collided with H, targets under single collision con-
ditions. Electron spectra were recorded in the region of the BEe peak at different
overlapping energy slices. Due to background appearance at the edges of the PSD,
energy slices were recorded with an overlapping of about 50%, ensuring the expected
matching of the spectra at different tuning energies. In the measurements presented
in this chapter, the spectrograph focusing lens was not used, and its electrodes were
grounded, resulting in an average FWHM energy resolution of about 3%, which how-
ever, did not affect the shape of the broad BEe peak. The BEe raw data obtained
were background subtracted, energy calibrated, and corrected for all the experimen-
tally determined factors of Eq. 119, except the efficiency 1. They were then normalized
to the bare ion BEe theory (Rutherford DDCS), thus fixing the MCP efficiency value
at n = 0.205. BEe spectra for the collisions of 13 MeV B 9+ 4+ H, were also ob-
tained under the same conditions as for the bare boron ions. The BEe yields were
absolutely normalized using the efficiency value determined previously from the bare
ions BEe peak normalization to the Rutherford scattering theory. The beam energy for
these measurements was determined from the 45° analysing magnet calibration settings
within an accuracy of 2%. The experimental results along with the ESM predictions
and the Rutherford calculations corrected for the enhancement factor, for this collision
system are shown in Fig. 61.

Comparison of the theoretical calculations to the experimental results shows an
excellent agreement for the high energy wing of the BEe peak. At lower electron
energies, on the lower energy wing of the BEe peak, a discrepancy appears which
primarily can be attributed to the high energy tail of the cusp peak, which adds to
the BEe peak enhancing its low energy part. However, at the high energy wing of
the BEe peak cusp contributions are minimized arguing for the use of the high energy
BEe DDCS wing in collisions of 13 MeV B®* + H, for safely determining the absolute
electron detection efficiency.

In order to test this result at lower impact energies, an experimental study for
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the same collision system of B®~»+ 4+ H, at projectile impact energy of 4.9 MeV was

conducted, maintaining the same experimental conditions as in the study of the 13 MeV
beam energy. Thus, the focusing lens was not used and the obtained BEe spectra were
normalized as already described. In this experiment the PSD was physically rotated
by 120° in order to improve its relatively low efficiency value of n = 0.205, which
was measured previously, revealing an unused part of it to the dispersion axis of the
spectrograph. In this way, the MCP efficiency was determined to be = 0.350. Also,
at the low energy wing of the BEe peak, background electrons were shown to enhance
the whole spectrum recorded at a tuning energy. This behavior was absent in the high
energy wing. The appearance of this kind of background has been described previously
in chapter 6 and can be identified by the strong mismatch of the different energy slices
spectra. In order to obtain the correct BEe peaks, energy slices were recorded with an
overlapping of about 50% and the lower energy spectra were normalized to the higher
energy ones in such a way that a good matching of the overlapping was achieved. The
experimental results are shown in Fig. 62 in comparison to the ESM and enhancement
corrected Rutherford calculations.

It is clearly seen from Fig. 62 by direct comparison of the theoretical calculations
to the experimental results that an excellent agreement for the high energy wing of
the BEe peak is established. The peaks appearing in the non-bare boron ions spectra
are due to the formation of boron excited states which de-excite via the Auger process
giving rise to the pronounced peak structures.

To further analyse the results and obtain the information on the BEe DDCSs en-
hancement factors, the Rutherford DDCSs for bare ions were fitted to the experimental
data and to the ESM calculations by an overall scaling factor, which actually is the
enhancement factor under investigation. The error bar of the fits to the experimental
data was determined by the uncertainty of the fit on the BEe peak maximum. In
Fig. 63 the experimentally measured BEe enhancement factors along with the ESM
predictions for the boron charge states of ¢ = 3,4 are plotted as a function of the pro-
jectile kinetic energy. The agreement between the ESM model and the experiment is
well within the experimental error bars for the two boron ion charge states in this ion
impact energy region.

Therefore, the ESM model can be safely utilized for the determination of the abso-
lute electron detection efficiency by normalizing the experimental BEe spectra of BG4+
ions to the ESM calculations on BEe DDCSs. Furthermore, since the Rutherford BEe
DDCS corrected for the enhancement factor provide almost the same results as the
ESM model as seen in Figs. 61 and 62, it can be used instead of the ESM calculations
for obtaining quick and reliable results. It should be mentioned that the TA applied to
Rutherford BEe DDCS, enjoys great popularity particularly by experimentalists, since
it provides a simple formula, that is convenient for calculating the BEe production.
Therefore, information on the BEe DDCS enhancement factors is of potential interest
in order to obtain quick and at the same time reliable results on BEe DDCSs.
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Figure 61: Experimentally measured BEe DDCSs for the collisional system of 13
MeVB2-9+ 4+ H,. Solid lines: ESM calculations. Dashed lines: Rutherford model
calculations corrected for the enhancement factor. An absolute electron detection effi-
ciency was obtained by normalizing the B> data to the BEe DDCS Rutherford theory
(Top-Left) and used for normalizing the BEe DDCSs for B~ ions.
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Figure 62: The same as in Fig. 61 for the collisional system of 4.9 MeVB® 9+ 4 H,.
The peaks appearing in the non-bare boron ions spectra are due to the formation of
boron excited states, which de-excite via the Auger process.
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Figure 63: Experimentally measured BEe DDCS enhancement factors for the collision
system of B® %% 4 H, as a function of the projectile kinetic energy. ESM calculations
(solid lines) are seen to be in very good agreement to the data.

8.4 Conclusions

The need for an in situ calibration of the electron detection efficiency motivated the
study of the BEe peak enhancement factors, defined by the ratio of the non—bare to
bare 0° BEe DDCSs, for the collision system B %+ 4+ H,, at impact energies of 0.4
1.2 MeV /u. Experimental results showed the well known BEe DDCS to increase with
decreasing ion charge state. Thus, an enhancement factor attributed to the partially
stripped boron ion BEe production relative to the bare boron ion, was obtained for the
charge states of 2, 3 and 4 as a function of the ion beam energy. The Elastic Scattering
Model was used within the Impulse Approximation to calculate the dependence of the
enhancement factors on the projectile charge state showing a very good agreement
to the experimental data. This good agreement verifies the argument stated in the
introduction of this chapter, that the 0° BEe DDCS production from fast collisions of
partially stripped ions with light targets (Hy, He) can be described within the impulse
approximation, as the elastic scattering of quasi-free electrons in the static screened
field of the projectile nucleus, including also electron exchange effects. It also implies
the ESM model can be used as a benchmark for the determination of the absolute
electron detection efficiency by normalizing the experimental BEe spectra of B34+
ions to the ESM calculations on BEe DDCSs. Finally, the information on the BEe
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DDCS enhancement factors can be used with the Rutherford BEe DDCS instead of
the ESM calculations for conveniently obtaining quick and at the same time reliable
results.
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(1-3)

9 Spectroscopy of B T intermediate states

9.1 Motivation

The boron ion beams available from the KSU tandem Van de Graaff accelerator are
very low intensity beams. For example, for the KLL-Auger RTE studied in this thesis,
the available B** beam current for energies between 4 and 8 MeV did not exceed the
value of 10 nA at the target area. In some cases, boron beams as low as 20pA were
utilized. ZAPS measurements performed at tandem accelerators utilizing negative ions
and conventional tandem parallel plate analysers, are practically impossible at these
low beam intensities, as already mentioned in §2.3. For this reason, boron ions have
not been utilized frequently in ion—atom collision studies, as opposed to C, O and F
ions, which can be provided at high intensities. However, the implementation of the
high-efficiency hemispherical spectrograph at the J.R. Macdonald laboratory facility,
allowed for including boron ions in ion—atom collision studies. In this chapter, new
results on the spectroscopy of B¢ (q = 1,2,3) intermediate states are presented and
discussed.

The high resolution spectra for all the boron ions colliding with hydrogen targets
presented here, were recorded at a deceleration factor of F = 4, corresponding to a
mean instrumental energy resolution of about 0.2%. The uncertainty in the energy
determination of the Auger lines is due to the FWHM of Gaussian fits applied to the
peaks. The energy resolution obtained in this way differs from the mean instrumental
value of 0.2%, as it is referred to the projectile rest frame and therefore is affected
by the kinematic transformations, as already discussed in §2.2.1. In addition, the
observed Auger spectra are presented in absolute DDCSs, primarily for illustrating the
dependence of the DDCSs on the projectile collision energy, but also for further data
analysis, as for example in the case of the He-like B** doubly excited states SDCSs
determination, presented in chapter 10. The results from the previous study in chapter
8 on the BEe enhancement factors for partially stripped boron ions, were utilized for
the absolute electron yield normalization. Finally the Auger line identification was
based on previous measurements or calculations [26,28,29,31,32,171-174], while the
best known of these were used for an absolute energy calibration of the whole energy
spectrum (see §7.1).

9.2 The Auger spectrum of B*" 4+ H,: Production of He-like
B3t doubly excited states

Doubly excited states of He-like ions received considerable interest in the past (see for
example C.D. Lin [175] and references therein) for the purpose of better understanding
the electron spectra and the strong configuration mixing that occurs. Several attempts
have been made to explain the mixing and classify the states ( [171,175] and references
therein), as when the admixture of many configurations is substantial for a given state,
using the LS labeling for that state becomes meaningless.
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In this chapter, high resolution Auger spectra from the 4-8 MeV B** + Hj collisions
are reported. The spectrum, shown in Fig. 64, is dominated by the production of He-
like B3* doubly excited states. Calculations of doubly excited states in isoelectronic
He-like ions, performed by Lipsky et al. [171], are compared to the experimental data.
Despite the configuration mixing, the conventional single configuration scheme 2Inl’'
(or KLn for the Auger decay channel to the ground state, where n : L,M,N and
O) is retained in the spectral notation as a convenience, since there is still a one-
to-one correspondence between the radial quantum numbers (2 and n) and the true
states. [171] The classification of the He-like Boron doubly excited states according to
Lipsky et al. [171], along with the Auger electron energies for the decay channel to the
B**(1s) ground state, is reproduced in Table 6.

Doubly excited states of He-like ions are primarily produced in collisions of hydrogen-
like ions with Hy targets via the transfer and excitation process (TE) [95], in which a
quasi-free target electron is captured to an excited projectile state (nl), while a projec-
tile electron is excited to another state (n'l’). The TE process can be resonant, when
mediated by e—e interaction, and then is referred to as resonant transfer and excitation
(RTE). RTE will be examined in detail in chapter 10. The experimental signature for
the production of doubly excited ionic projectile states is the detection of the electrons
resulting from the Auger decay of these states.

The B** ions were obtained by post-stripping the primary B?** beam with thin
(5pg/cm?) carbon foils before colliding it with the Hy target. The beam energy was
varied between the values of 4-8 MeV, as the doubly excited states are resonantly
populated for projectile energies in the interval of 2-8 MeV.

The B* beams of kinetic energies lower than 3.7 MeV were too weak (less than 10
pA) to be utilized, even for the highly efficient spectrograph in use. Since TE followed
by Auger decay to the ground state is considered, under the TA, as an elastic electron
scattering process, the Auger spectrum lies in the BEe peak region (see Appendix J).
The data were recorded in four different energy slices, matched in the overlapping
regions and normalized to the BEe peak, according to the method presented in §6.4.

In Fig. 64 the recorded absolute DDCS spectra are shown in the projectile rest
frame, for the energy region of 180-270eV. The KLL, KLM, KLN and KLO Auger
lines produced from the decay of the TE 2inl’ states (n = 2,3,4 and 5, respectively)
to the B (1s) ground state, are seen to be well resolved. However, the instrumental
energy resolution was not adequate for resolving the Auger lines within each manifold
for the 2inl" (n > 3) states, as clearly seen in Fig. 64. In addition, in the 2Inl’
manifold the (2p*)'D and (2s2p)' P lines are also not resolved. However, RTE SDCS
calculations obtained by utilizing the Auger and x-ray rates obtained from the COWAN
code [176,177], showed that the intensity of the (2s2p)® P line relative to the (2p*)'D is
less than 10%, while the relative intensity of the rest of the lines is even smaller. The
proof of this statement is given in §10.3. For this reason, the peak in the 2/2/’ manifold
was identified as the (2p?)' D state and used for the accurate energy calibration of the
whole spectrum. It should be mentioned that due to the dominance of the (2p®)'D
state in the KLL manifold, the contributions of the (2pnp)'D and (2snd)'D states
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are expected to dominate also the other KLn manifolds too. Calculations by Lipsky
et al. [171] on the energy limits of each isoelectronic sequence are indicated in Fig.
64 (solid lines in middle figure). They are seen to be in excellent agreement with
experimental data.
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Figure 64: Absolute Auger electron DDCS spectra showing the KLn (n=2-5) series of
doubly excited states of He-like B3t (2inl’), formed by TE in collisions of 4-8 MeV B**
+ H,, and de-excited via Auger decay to the B**(1s) ground state. Calculations [171]
of the KLn series limits are seen to be in excellent agreement with the data. Data were
scaled at occasion for improved presentation purposes as indicated. Laboratory frame
data are available in Appendix J.
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Figure 65: Energy level diagram of He-like B (2[nl') doubly excited states, de-exciting
via Auger decay to the B*T(1s) ground state. A more complete energy level diagram
is given in Appendix I.

In Table 6, the classification of B*(2inl"), n = 2-5, doubly excited states (see
Appendix G) according to Lipsky et al. [171] along with calculations of their binding
energies (with respect to the totally stripped ions) are reproduced. In addition, the
Auger electron energies, resulting from the de-excitation to the B**(1s) ground state
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along with the single configuration notation for the 2/2!’ manifold are presented. Note
that the Auger selection rules do not allow for the Auger decay of all the doubly excited
states (see Appendix H). Furthermore, the energy level diagram of the doubly excited
states decaying to the B**(1s) state is illustrated in Fig. 65.

Table 6: Classification of the B*"(2/nl’) (n = 2-5) doubly excited states ordered by
their binding energies (B.E.) according to Ref. [171]. Allowed and parity forbidden
(noted with a “-” sign) Auger decays to B**(1s) are also shown, along with the single
configuration (LS) for the 2/2/' manifold. The notation “&” stands for the lowest
member of the series (see Appendix G).

Line State Class B.E. B.E. LS Auﬁf 1s LS

26 1Se
27 3Se

3.938354 107.169 232.96
3.698332 100.638 239.49

No (au.)  (eV) (eV)
1 1Se& (2,2a) 5.655930 153.907 18622  (2s))'S
2 3Po& (2,2a) 5.608160 152.607 187.52 (252p)>P
3 3Pe&  (2,2a) 5.460528 148.719 -

4 1De& (2,2a) 5.387168 146.594  193.53 (2p*)' D
) 1Po& (2,2a) 5.362826 145.931 194.20 (2s2p)tP
6  1Se& (22b) 5.116467 139.227  200.90  (2p*)S
7 3Se&  (2,3a) 4.197700 114226  225.90

8 1Po& (2,3b) 4.179405 113.728 226.40

9 1Se (2,3a) 4.143029 112.738 227.39

10 3De& (2,3a) 4.129233 112.363 227.76

11 3Po (2,3a) 4.127343 112.312 227.82

12 1Pe&  (2,3a) 4.125847 112.271 -

13 3Po& (2,3b) 4.118664 112.075 228.05

14 3Fo& (2,3a) 4.074545 110.875  229.25

15  1Do& (2,3a) 4.070976 110.778 i

16 3Pe  (2,3a) 4.061908 110.531 .

17 1De (2,3a) 4.055001 110.343 229.78

18 3De& (2,3b) 4.049603 110.196 229.93

19 3Se&  (2,3b) 4.042347 109.999 230.13

20 3Do& (2,3a) 4.032579 109.733 -

21 1Po (2,3a) 4.022184 109.450 230.68

22 1De&  (2,3b) 3.995822 108.733 231.39

23 3Po& (2,3c) 3.994789 108.705 231.42

24 1Fo& (2,3a) 3.987691 108.511 231.62

25 1Po&  (2,3c) 3.954675 107.613 232.51

(2,3b)
(2,4a)
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Table 6. (Continued).

Line State Class B.E. B.E. LS Auﬁf 1s LS

No (a.u.)  (eV) (eV)
28 1Po (2,4b)  3.689935 100.409 239.72
29 1Se (2,4a) 3.678711 100.104 240.02
30 3Po (2,4a) 3.672141 99.924 240.20
31 3De (2,4a) 3.667696  99.804 240.32
32 1Pe (2,4a) 3.665090 99.733 -
33 3Po (2,4b) 3.661560 99.637 240.49
34 3Fo (2,4a) 3.648269 99.275 240.85
35 1Do  (24a) 3.645346 99.196 -

36 3Pe (2,4a) 3.642912 99.129 -

37 1De (2,4a) 3.641810 99.099 241.03
38 3De (2,4b) 3.637266 98.976 241.15
39 1Fe& (2,4a) 3.630998  99.050 -
40 3Do (2,4a) 3.630988 99.038 -

41 3Fe& (2,4a) 3.630553  98.793 -
42 3Se (2,4b)  3.629698  98.770 241.36
43 3Fo& (2,4b)  3.625445 98.654 241.47
44 1Po (2,4a) 3.625358  98.652 241.48
45 1Fo& (2,4b) 3.624813 98.637 241.49
46  1De&  (2,4c) 3.617483  98.438 241.69
47 3De& (2,4c) 3.616432 98.409 241.72
48 3Po (2,4c) 3.615916 98.395 241.73
49 1De (2,4b) 3.613242 98.322 241.80
50 1Fo  (24a) 3.611516 98.275 241.85
51 1Po  (2.4a) 3.598290 97.818 242.31
52 1Se (2,4b) 3.589542 97.679 242.45
53 3Se (2,5a) 3.480992 94.723 245.40
54  1Po  (2,5b) 3.476543  94.602 245.52
55 1Se (2,5a) 3.471338 94.461 245.67
56 3Po (2,5a) 3.467998 94.370 245.76
57  3De  (2,5a) 3.464881 94.285 245.84
58 1Pe (2,5a) 3.463413 94.245 -
59  3Po  (2,5b) 3.461459 94.191 245.94
60 3Fo (2,5a) 3.455628 94.033 246.09
61 1Do (2,5a) 3.453980 93.988 -

62 3Pe  (2,5a) 3.452745 93.955 -

63 1De (2,5a) 3.452462  93.947 246.18
64 3De (2,5b)  3.449932 93.878 246.25
65  1Fe (2,5a) 3.447447 93.811 -

66 3Fe (2,5a) 3.447143  93.802 -
67 3Do (2,5a) 3.446898  93.796 -
68 3Se (2,5b)  3.445287  93.752 246.38
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Table 6. (Continued).

Line State Class B.E. B.E. LS Auﬁf 1s LS

79 1Po
80 1Se

3.430187 93.341 246.79
3.425384 93.210 246.92

No (a.u.)  (eV) (eV)
69 3Fo (2,5b) 3.444625 93.734 246.39
70 1Fo (2,5b) 3.444193 93.722 246.40
71 1Po (2,5a) 3.443576 93.705 246.42
72 3Fo&  (2,5¢) 3.442501 93.676 246.45
73 1Fo&  (2,5¢) 3.442470 93.675 246.45
74 1De (2,5¢) 3.440595 93.624 246.50
75 3De (2,5¢) 3.440095 93.610 246.52
76 3Po (2,5¢) 3.439407 93.592 246.54
77 1De (2,5b) 3.437535 93.541 246.59
78 1Fo (2,5a) 3.436673 93.517 246.61

(2,5¢)

(2,5b)

9.3 The Auger spectrum of B3t + Hy:
I. Production of Li-like B** and He-like B?** doubly excited
states

Li-like doubly excited states of C**, O5* and F®F ions have been studied extensively
over the past 15 years in ion-atom collision experiments utilizing the J. R. Macdonald
laboratory (JRML) tandem ion beam facilities, as their formation is the signature
of fundamental processes, such as (RTE) [29, 31, 32,95], Non-resonant Transfer and
Excitation (NTE) [95,178], electron-electron Excitation (eeE) [33,164] and electron-
nucleus Excitation (enE) [164,179].

As mentioned previously, boron ions were excluded from these studies due to the
very low boron beam currents, inadequate for use with tandem slit spectrometers. In
this chapter, first measurements using the Boron beams available from the JRML tan-
dem accelerator, on Li-like B?>T and He-like B3t doubly excited states are reported.
Boron ion spectroscopy was systematically studied by Rgdbro et al. using B** in colli-
sions with carbon foils. [172] Their results (including also results from other theoretical
and experimental works) are utilized here for peak identification.

In the cases of E, = 4.11 MeV and E, = 5.71 MeV projectile kinetic energies
the B3* beam was obtained after post-stripping the B%* beam by thin carbon foils.
In the case of E, = 7.79 MeV, the B*" beam was obtained directly from the tandem
accelerator after gas stripping inside the accelerator terminal. In each occasion the B3+
beam was collided with H, targets. The data were recorded and normalized in the same
way with the 4-8 MeV B** + H, spectra. The absolute DDCSs obtained are shown
in Fig. 66. The KLL Auger lines of Li-like Boron, clearly seen at the energy region
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of 150-170eV, are identified according to Ref. [172], as the (1s525?)2S, (1s52s2p)*P,
[15(2s2p)3P]?P_, [15(252p)'P]2P, and (1s2p?)?D states. The aforementioned peaks
were fitted with Gaussian distributions, and the FWHM obtained was identified as
the overall uncertainty in their energy determination. The (1s2p®)?D line, given at
an Auger energy of 166.5 eV by Rgdbro et al. [172], was used for the accurate energy
calibration of the whole spectrum. In Table 7, the new measurements of the Auger
electron energies are presented along with the data and calculations of the previous
references. [172] Note that the uncertainty in the energy larger than the instrumental
energy resolution, since the peak fitting was applied in the projectile rest frame. The
instrumental energy resolution, defined in the laboratory frame, is about 2 times smaller
according to FEq. 11.

Even though the lines are well resolved (except the (152s%)25) the accuracy achieved
in this work was not better than the accuracy reported by Rgdbro et al. [172] The rea-
son is that the spectrograph was designed for zero-degree highly efficient measurements
and therefore does not utilize small slits that are adequate for very high resolution spec-
troscopic studies. In addition, the achieved deceleration with the focusing lens, which
was implemented in the spectrograph to compensate for the use of large apertures,
remained in small values (F=4), therefore not allowing for very high resolution mea-
surements.

It is worth mentioning here, that the higher energy uncertainty of the *P line
compared to the others, is because it is a metastable state. It is not allowed to Auger
decay to the ground state according to spin considerations. Therefore it is a long
lived state, which mostly decays outside the gas-cell area and therefore the optimized
focusing conditions for the electrons originating from inside the gas-cell do not apply
in that case, degrading the *P peak energy resolution. Actually, this can be a rough
test for the existence of any other metastable line in the spectra.

As it will be shown in §9.5, the B3* beam can have a substantial (< 26%) (1s2s)3S
metastable component. [180] It may also have a smaller (< 8%) (152s) 1S metastable
component. Therefore, the production mechanisms of the Li-like doubly excited states
involve predominantly the B3™[(1s%)'S] ground and B*[(1s2s)3S] metastable states,
respectively. In Fig. 67, the dominant mechanisms (involving the B3*[(1s?) 'S] ground
state and both the B3T[(1s2s) 3S] and B**[(1s25) 1S] metastable states) are illustrated
along with the intermediate states binding energies and the electron spin configurations.

From Fig. 67, it is clearly seen that the ground state (1s%)!'S can populate the
doubly excited states via the RTE and NTE mechanisms. In NTE, a target electron
is captured into some projectile state, while at the same time, a projectile electron is
excited via an electron—target-nucleus interaction. [95] In chapter 10, the RTE process
is examined in detail. The metastable (1s2s)*S and (1s2s) 'S states primarily populate
the Li-like doubly excited states via direct electron transfer (T) or NTE mechanisms.
The electron transfer mechanism refers to the capture of the target electron to the 2p
projectile state. It should be mentioned here that RTE is energetically not allowed for
the excitation of (152s)3S or (152s)'S to the (152120') @5t [ states, as can be clearly
seen in Fig. 67.
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Figure 66: Absolute Auger electron DDCS spectra for the collisions of 4-8 MeV B3t
with Hy targets. The production of 25, P, 2P_, 2P, and 2D Li-like doubly excited
states is dominant at low projectile energies. The He-like P and 'P doubly excited
states along with the (2s2p?)2D and (2s2p?)2D triply excited states are also observed.
The 4.11 MeV and 5.71 MeV B3t beams were obtained after post-stripping the B?*
beam by thin carbon foils. The 7.79 MeV B3t beam was obtained directly from the
tandem accelerator after gas stripping. In all cases, the B3" beam has a significant
B3**[(1s2s)*S] metastable component (see Fig. 71). Data were scaled at occasion for
improved presentation purposes as indicated. Laboratory frame data are available in
Appendix J.
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The production of ?P_, 2P, and 2D Li-like doubly excited states is seen to be
dominant at low projectile energies but it drops rapidly with increasing collision energy.
Considering that the RTE resonance for these states is about 3.2 MeV, it is evident
that these states are primarily populated from the ground state via RTE. The P state
cannot be produced from the ground state, due to spin conservation considerations
(see also §9.5). This can be clearly seen in Fig. 69, where the mixed and ground beam
boron spectra are shown in comparison. Therefore the *P is mainly produced from
the (1s2s)3S metastable state. The rapid drop of the *P cross section when the beam
energy is increased, can be explained if the primary formation mechanism is electron
transfer (to the 2p state), whose cross section is well known to decrease rapidly with
increasing projectile energy. [181] Moreover, from the same Fig. 69, it is evident that
the 25 state is also produced primarily from the (1s2s)*S metastable state by transfer
to the 2s state.

As seen in Fig. 66, the recorded spectrum extends up to electron energies of 210
eV. The formation of the He-like doubly excited (2s2p) 3P state is well pronounced for
all the projectiles energies. Its slow drop with energy is characteristic of the 1s — 2p
excitation which indicates that this state is primarily formed from the metastable
(1s2s)3S part of the beam. This is also evident in Fig. 68, where spectra of the
ground B**[(15?)!S] and the mixed B*T[(1s%)15, (1s25)?S] beam states colliding with
H, targets are compared. The absence of the (2s2p)3P state in the spectra of the
ground state boron beam strongly indicates that the formation of the (2s52p) 3P state
proceeds from the (1s2s)3S metastable part of the beam.

The formation of (252p)! P He-like doubly excited state is also clear in the spectrum
of 7.79MeV in Fig. 66. This state has been observed in the past by Lee et al. [31] in
collisions of 33.25 MeV F7* ions with Hy and He targets. This state can be formed
from the metastable B3*[(1525)35] state by 1s — 2p excitation with simultaneous spin
exchange. It may also be formed by direct 1s — 2p excitation from the B*"[(1s2s)'S]
state. However, the fraction of this metastable state at the beam energy of E, =
7.9 MeV is negligible (< 2% as this beam was obtained directly from the tandem
accelerator after gas stripping, see §9.5 and Fig. 71 (right)).

The (2s2p?)?D triply excited state which Auger decays to the (1525)3S state or
both to the (1525)S and (1s52p)3 P states (noted then as (2s2p®)2D), is also visible in
Fig. 66. Details on the production and decay of the triply excited states are given in
§9.4.

The rest of the lines, which have not been definitely identified yet, were labeled as
b; (i = 1..10). Their energies along with the uncertainties, obtained after Gaussian
fits, are given in Table 7. However, an attempt to identify these lines was made
by running the COWAN code [176,177] which primarily resulted in the electron state
configuration along with the LS coupling, the binding energy of the state and the Auger
rates. The results show that most of these states are three electron states decaying
to the ground state B>T(1s?). In Table 13, the calculated intermediate states, their
absolute binding energies, the Auger electron energies resulting from their decay to
the ground state, and the Auger rates are given. Only states with Auger rates higher
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than 10'' s=! were considered for the presented states. In Table 14, the proposed
intermediate states corresponding to the b; measured states are given, along with the
most probable production mechanisms. According to Fig. 68, peaks which are present
in both the ground and mixed beam spectrum, were considered to be formed primarily
from the ground state beam.
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Figure 67: Energy level diagram with the dominant production mechanisms for
the (1s2121') ?S+D [, doubly excited states formed in collisions of B3*[(15%)'S] and
B3*[(1s2s) 3S] ions with H, targets. Schematic spin alignment is also shown. A more
complete energy level diagram is given in Appendix I.
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Table 7: KLL Auger electron energies of B2 excited states produced in collisions of
B3*[(1s?)19, (152s)*S] + Hy. An attempt to assign transitions to the observed lines b;
utilizing COWAN code calculations can be found in Table 14.

Intermediate Final Theory Experiment  Experiment
State State (Other) (This work)
(1s25%)%28 (1s?)tS 154.93* 155.1 £ 0.3 155.1 £ 1.1
(15252p)*P (1s?)tS 157.07* 157.0 &£ 0.3 157.0 £ 1.5
[1s(2s2p)* PP P_  (1s*)'S 161.08* 161.4 + 0.3* 161.3 + 0.8
[1s(2s2p)' PP*P, (1s?)'S 164.05* 164.3 + 0.5 164.2 + 0.9
(1s2p*)?D (1s?)'S 166.55% 166.5 + 0.5¢ 166.57

by 182.7 + 1.6
b 184.8 + 0.9
(2s2p)*P (1s)2S 187.52° 187.5 £ 0.8
bs 188.0 + 0.5¢
by 188.8 + 0.6¢
bs 1904 £ 1.1
bg 190.8 + 0.6¢
b, 192.2 + 0.8
(2s2p)'P (15)%8 194.20° 193.8 £ 0.8
bg 193.9 + 0.5¢
bg 195.3 + 0.9¢
b1 197.9 + 1.8
(2s2p?)*D (1s2p)3P*  200.64¢ 200.6 £ 1.1

201.89¢
(252p*)?D (1525)3S  205.03¢ 205.0 £ 1.1
205.23¢

T Used for energy calibration

* It may also decay to (1s2s)'S final state with almost the same energy (200.79 eV)

® From Rgdbro et al. [172]

® From Lipsky et al. [171]

¢ From Safronova et al. [173]

4 From L. B. Madsen (private communications)

¢ Energies measured from the spectrum of ground state B3*[(1s?)!S] beam, shown in
Fig. 68
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9.4 The Auger spectrum of B3* + Hy:
I1. Production of Li-like B?* triply excited states

The first experimental investigation of triply excited states was published in 1975
by Bruch et al. [182] They used 300-keV Li" ions passing through 8-ug/cm?—thick
carbon foils to populate highly excited states in neutral lithium and measured the
Auger electrons emitted from the decay of the autoionizing states formed. Rgdbro et
al. [172], using projectile electron spectroscopy at 6.4°, reported on the observation of
triply excited states also in Li-like Be. Although there were not many publications for
a period of 20 years, recently, a new interest in this subject arose and a number of
investigations on photon-induced triply excited states in atomic lithium were reported
(see Ref. [183] and references therein). The photoexcitation techique allows for the
population of 2P° states, starting form the (1s5?25)25¢ Li ground state, due to dipole
transition selection rules. States with 2D¢ symmetry can be further reached only
by combining a synchrotron and a laser to induce a two-photon transition. [183-185]
Ounly one such measurement has been reported to date. [184] Thus, lithium triply
excited states of different symmetry and parity can be studied using the photoexcitation
method. It would be interesting though to study also the isoelectronic sequence of the
Li-like triply excited states. To my knowledge, such a study does not exist in the
literature.

The use of ion—atom collisions is an alternative and very efficient way to study the
Li-like triply excited states. Ion—atom collisions have the advantage over the photoex-
citation method of allowing the production of most of the 251 [, states in an one-step
process, as the photoexcitation selection rules do not apply. However, the potential
feature of the method is that it allows for the study of the isoelectronic sequence of
the Li-like triply excited states. In this dissertation, the production of the (2s2p*)?D
triply excited state in collisions of 4.11 MeV B3" with H, targets is reported. The
metastable (152s)3S part of the B3" beam is used to populate the triply excited state.

Pre-excited metastable beams have been used in the past in various electron—ion
collisions for the experimental observation of superelastic scattering [186,187], and the
investigation of dielectronic recombination [188,189]. Here, the collision of a (1s2s)*S
metastable ion with a quasi-free target electron can lead to the capture of the electron
into an excited state nl (n > 2), while a 1s projectile electron can be excited into an
n'l' (n" > 2) state, producing a double vacancy in the K-shell, i.e., a hollow ion. An
experimental signature of the production of triply excited ionic projectile states is the
detection of the electrons resulting from the Auger decay of such a triply excited state.
The process can be written schematically as:

e + (1525)3S — (2snin'l")** ™' L; — e + (1525)3S

which is referred to as resonance elastic electron scattering or dielectronic excitation
plus Auger decay in the case of free electrons and RTE in the case of quasi-free electrons.
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Figure 68: Experimental data for collisions of 3.80 MeV B*" ground state (1s%)'S
projectiles (bottom) and 4.11 MeV B3T mixed state [(15%)'S, (1s25)3S] (top) with H,
targets. The 4.11 MeV B?** mixed state data are the same as shown in Fig. 66. The
formation of the triply excited states can be seen in the energy region between 200
and 210 eV. The two peaks at 200.6 eV and 205.0 eV are attributed to the formation
of the (252p?)?D state, which Auger decays to the (1s2s)?S state, or to the (1s25)'9
and the (1s2p)®P states, and then is denoted as (2s2p®)?D. The Auger lines of the
top spectrum are seen to be broader due to the increased uncertainty of the projectile
energy due to energy straggling in the post-stripper foil. In the bottom spectrum, the
accelerator gas stripper was used (see §9.5).

The 4.11 MeV B3* mixed beam was obtained by post-stripping a primary B?**
beam by thin carbon foils, thus also producing a considerable (~ 26%, see Fig. 71)

amount of (1525)3S metastable component in the He-like boron beam. This beam
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was collided with H, targets, leading to the production of the Li-like triply excited
states. The same approximately energy B*T beam was obtained also directly from the
tandem accelerator by gas-stripping, as it was discovered that the B3>* beam had very
little metastable fraction (~ 1%, see Fig. 71), when it was produced by gas-stripping
inside the tandem accelerator at energies close to 4 MeV. [190] A triply excited state
formation directly from the ground state is either not permitted in collisions with H,
targets (i.e. production of 1P states), or is very improbable, since it involves a three
step production mechanism. The electron energy spectrum was measured with both
beam types. The absolute DDCS spectra are plotted for comparison in Fig. 68 in the
projectile rest frame. The small collision energy difference is not considered important
to affect the spectra structure.

It is clearly seen that the collision with the metastable component of the beam
gives rise to two peaks in the energy region between 200 and 210 eV. Safronova’s
calculations [173] on the binding energies of the triply excited states, along with the
Auger decay energies to the (152s)'S, (152s)3S, (1s2p)' P and (1s2p)3P states, were
reproduced in the form shown in Table 8. Moreover, in Table 9, the Auger decay
energies of the triply excited states to the aforementioned (1521)1*D L states, which
have autoionization rates higher than 10'® s~1 are given, for the easier identification of
the experimental lines. Auger rates smaller than 10** s~! are not expected to contribute
significantly to the electron spectrum. In addition, in Table 10, the binding energies of
the (1521)25F1 L states, as calculated by Safronova et al. [173], are also given.

Table 8: Binding energies of boron Li-like triply excited states and Auger decay electron
energies to the Helium-like B3t (1525)'S, (1525)35, (1s2p)'P and (1s2p)3P states.
Calculations from Ref. [173].

Triply Binding Auger Transition Energy (eV)
Excited Energy

State (eV) (1s25)3S  (1s2s)'S  (1s2p)®P  (1s2p)'P
(2522p)%P 201.29 199.75 195.51 195.36 192.74
(2s2p2)tP 200.67 200.37 196.13 195.98 193.36
(252p*)2D 196.01 205.03 200.79 200.64 198.02
(2p*)*S 193.48 207.55 203.31 203.16 200.54
(252})2)25 192.24 208.80 204.56 204.41 201.79
(252p?)%P 192.00 209.04 204.80 204.64 202.03
(2p°)?D 191.33 209.71 205.47 205.32 202.70
(2p3)2P 187.31 213.73 209.49 209.34 206.72
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Table 9: Auger electron energies of boron Li-like triply excited states de-exciting to
the Helium-like B** (1s2s)'S, (1s2s)*S, (1s2p)'P and (1s2p)*P arranged in increas-
ing order. Only decays with autoionization rates higher than 103 s=! are presented.
Calculations from Ref. [173]. In bold are the observed line energies.

Triply Final Auger

Excited State Energy

State (eV)
(2522p)*P (1s2p)'P 192.74
(25*2p)*P (1s2p)*P 195.36
(25*2p)*P (1s25)'S 195.51
(252p*)* P (1s2p)®P 195.98
(2522p)*P (152s)3S 199.75
(2s2p?)*D (1s25)3P 200.64
(252p?*)%D (1s525)S 200.79
(252p*)?P (1s2p)'P 202.02
(2p®)?D (1s2p)' P 202.70
(252p*)2S (1s2p)*P 204.41
(252p*)2S (1s2s)1S 204.56
(2s2p?)%P (1s2p)*P 204.64
(252p?)2D (1s2p)3S 205.03
(2p*)2D (1s2p)®P 205.32
(2p®)2P (1s2p)'P 206.72
(252p*)2S (1s2s)3S 208.80
(2s2p?)%P (1s2s)3S 209.04
(2p)2P (1s2p)3P 209.34
(2p)2P (1s2s)'S 209.49
(2p*)?D (1525)%S 209.71
(2p®)?P (152s)3S 213.73

From Table 9, it is clearly seen that, the experimentally identified peak at the energy
of 205.0 + 1.1 eV, can be attributed to the formation of the (252p®)2D state which
de-excites to the initial metastable (1s2s)3S state (elastic scattering). The primary
mechanism for this process is RTE, as it may be concluded from Fig. 66, where the cross
section of the state is seen to drop rapidly with the beam energy. Another candidate
for this observed line, as seen in Table 9, would be the (2p®)2D Auger decaying to
the (1s2p)3P state. However, the formation of the (2p*)?D triply excited state from
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the metastable part of the beam requires at least a two step process, contrary to the
(252p?)2D state which can be formed in a one-step process (i.e., RTE). Therefore, it is
not expected to contribute significantly to the production of the observed Auger peak.

The other experimentally identified peak at the energy of 200.6 + 1.1 eV, can be
attributed, according to Table 9, to the formation of the (252p*)?D state which de-
excites either to the (152s)'S or to the (1s2p)3P states, respectively. The experimental
energy resolution was not adequate to resolve these two lines. The observed Auger line
was labeled (252p?)2D, following similar notation in the literature. [26]

Finally, it is interesting to note that the Auger lines of the ground state beam are
seen to be narrower in Fig. 68 than the lines of the mixed beam. In the later case,
a foil post-stripper was used inducing an uncertainty of the projectile energy due to
energy straggling in the post-stripping foil. [49, 50]

Table 10: Binding energies of the He-like B*[(1521)?5+1) [] states. Calculations from
Ref. [173].

State Binding Energy (eV)
152s)3S 401.03
(

152s)'8 396.79
(
(1s2p)3P 396.64
(1s2p)'P 394.02

9.5 The Auger spectrum of B3* + Hy:
ITI. Determination of B3* beam metastable fraction

When negative ions are post-stripped inside the tandem Van de Graaff accelerator (ei-
ther on gas or foil), then, in general, the production of two-electron ion beams results in
a non-negligible metastable beam fraction. Fractions as high as 30% have been reported
in the past for F'" beams. [191] Metastable beams are long-lived states since they can-
not de-excite to the ground state due to dipole transition selection rules. Metastable
fractions in general depend on a number of parameters such as the density of the strip-
ping gas or the thickness of the stripping foil, the atomic number of the stripper element
and the energy of the ion beam when stripped. The quantitative information on the
metastable beam fraction is indispensable for the absolute cross-section determination
of any process specifically involving transitions from the metastable state.
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The signature of the presence of the (1s2s)?S metastable component in the ion
beam, is the formation, after collision with the target, of excited states that cannot
be populated using the (1s?)!S ground state beam. This case is illustrated in Fig.
69 (top). The B3' beam was obtained after post-stripping the B?T on thin carbon
foils. The formation of the (1s2s2p) *P state in collisions of 4.11 MeV B*" + H,, de-
exciting via Auger decay to the ground state 1s2, can be primarily attributed to the
process of electron transfer to the 2p state of the metastable beam state (1s2s)*S. An
NTE process may also contribute to the formation of the (152s2p) 1P state, as already
mentioned in §9.3 (Fig. 67). The ground state clearly cannot populate the *P state,
at least for two electron targets such as Hy. Indeed, a transfer and excitation (TE)
process will not populate it due to spin conservation considerations, while a transfer of
both target electrons to 2s and 2p states with a simultaneous loss of the 1s projectile
electron (T?L) is also excluded, as the Hy target electrons are in a singlet spin state
and therefore do not have the required spin triplet. Consequently, the presence of the
(152s2p) *P line in the spectra in Fig. 69 (top) is strong evidence that the B** ion
beam, produced by post-stripping the B2* beam by thin carbon foils, is a mixture of
both ground (1s?) 'S and metastable (152s) %S states, respectively.

The most clear example though would be the measurement of the same spec-
trum using both the ground and the mixed state beam. This case is illustrated in
Fig. 69. The same energy region DDCS was recorded in collisions of 4.11 MeV
B3*[(1s*)'S, (1525)3S]+ H, (mixed state) and of 3.80 MeV B3*[(1s?)'S]+ H; (ground
state). Data were normalized as described in §9.2. The mixed state beam was obtained
by post-stripping the primary B?* beam using thin carbon foils, while the ground state
B3**[(1s?)!S] beam was obtained directly from the tandem accelerator by gas-stripping.
The absence of the 4P state in the gas-stripped B3t beam spectrum is strong evidence
that this type of stripping process produces little (depending on the stripping energy)
if any ions in the metastable B3t[(1525)3S] state.? The presence of the ‘P state
in the mixed state beam spectrum must therefore arise from a significant metastable
B3**[(1s2s)?S] beam component.*

This is explained by recent results [180], summarized in Fig. 71 (left), where it is
seen that at low beam energies (i.e. 4 MeV) the stripping process results in a negligible
amount of metastable beam fraction when gas is used, contrary to stripping in a thin
foil, where the B*T[(1s25)*S] metastable beam fraction seems to be relatively constant
(~ 26%) and independent of the beam energy. However, for sufficiently high stripping
energies (> 5 MeV) the two stripping processes result in the same fraction (~ 26%).

29The difference of the beam energy in the compared spectra of Fig. 69 is negligibly small, to
account for the differences in the spectra.

30This measurement triggered interest in systematically studying the production of the metastable
B3t[(1s25)3S] beam fraction as a function of the energy and the stripper in use (gas or
foil).Unfortunately, at the time, I had to fulfill my military obligations in the Greek Airforce and
missed the chance to follow up this observation with more measurements. These were undertaken by
KSU graduate student M. Zamkov as a part of his Ph.D. thesis under the supervision of Prof. P.
Richard.
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Figure 69: [Top] Formation of the (1s2s2p)*P state in collisions of 4.11 MeV B** + H,
indicating the existence of a significant metastable B*T[(1s25)?S] beam component.
The B3* beam was obtained by post-stripping the Bt by carbon foils, as can also
be inferred by the slightly broader lines due to energy straggling of the projectile in
the post stripper foil. [Bottom] The absence of the (1s2s52p)*P state in collisions of
3.80 MeV B3** + H, is clearly observed, indicating that the beam is predominantly in
the ground state. In this case the B3" beam was obtained directly from the tandem
accelerator using the terminal gas-stripper (no post-stripping).

The determination of the B¥*[(1s2s)S metastable beam fraction is based on the ra-
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tio of the electron yield of the (1s2p?)?>D and (152s2p)* P doubly excited states. Indeed,
as mentioned already in §9.3, the formation of (152s2p)?P state is possible only from
the B*™[(1s25)®S] metastable state via direct electron transfer or NTE, respectively.
The (1s2p?)?D state on the other hand, can be formed both from the B3*[(1s?)'S]
ground state via RTE or NTE and the metastable state via NTE. However, the NTE
components are expected to be much smaller than the RTE, especially for projectile
energies near the RTE peak resonance or higher. Actually, it has been reported by Lee
et al. [31] that in collisions of 0.25-2 MeV /u F”* with Hy and He targets, the formation
of (152p?)%D state due to NTE components was negligible for projectile energies close
to or higher than the RTE peak resonance. Therefore, NTE contributions can be ne-
glected for high enough projectile energies. As a result, the ratio of the electron yields
(SDCSs) of the 4P state to the sum of P and 2D states determines the metastable
fraction of the beam. Further information on the finer details of the experimental
method and the physics of the stripping processes either by gas or by foil targets, can
be found in [180].

In addition, the observation of the (1s52s)3S metastable component indicates the
possible existence of the (152s)'S metastable component. However, the 1S component
cannot populate either the *P state, due to spin conservation considerations, or the 2D
state, as the RTE process is not energetically allowed and the NTE is negligible as in
the ground state case. Furthermore, it could be completely quenched by the magnetic
field of the various analysing magnets used along the beamline. [192, 193] Therefore
the 1S metastable component can be neglected in the method used for determining
the B3*[(1s2s)S] metastable fraction. Furthermore, assuming statistically populated
(1525)%S and (1s2s)'S metastable states, during the stripping process, a population
ratio 3S/'S = 3 is established.

In order to estimate the amount of the metastable beam components at the target
area, the lifetimes of both the (1s2s)3S and (152s)'S metastable states were estimated
by extrapolating well known lifetime values from the C, O, N and F ions. [194,195] The
results are presented in Fig. 70, while in Table 11, the data for the lifetimes are given.
Including the extrapolated values for the lifetimes 7 into the exponential decay law,
N = Nye~'/7, and calculating the flight time ¢ from the ion beam velocity and the ion
traveling distance3!, the metastable beam fractions at the target area were estimated.
The results are shown in Fig. 71.

As it is clearly seen from Table 11 the (1s25)S has a very large lifetime and
practically does not decay during the flight time to the target area. The (1s25)%S
state, however, has a lifetime comparable to the flight time, and can be reduced by 8
% or 42 %, depending on the flight time. Thus, for foil post-stripped beam (after the
LINAC analysing magnet) and a foil stripped beam (inside the tandem accelerator),

31The stripping process occurred either in the tandem accelerator gas-stripper of after the LINAC
analysing magnet (see Fig. 10). The corresponding distances for the above cases are 43 m and 9 m,
respectively. Two more post stripping positions are located between the two 45° magnets and before
the LINAC analysing magnet. The corresponding distances for these cases, which were not utilized
in the experiments described in this thesis, are 30 m and 12 m, respectively.
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constant fractions of 7.9% and 5%, respectively, are established, as shown in Fig. 71
(right).

100 E T T T T T 1074 F T T T T T
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Figure 70: Lifetimes of the (1525)%S and (1s25)'S metastable states as a function of
the atomic number Z,. Data from Ref. [194,195]. Open squares correspond to the
extrapolated values.

Table 11: Lifetimes of the (152s)3S and (1s2s)'S metastable states for different atomic

numbers Z,. Data from Ref. [194,195] and Fig. 70.

State Z,

Lifetime (s)

(152s)3S

© 00 ~J O Ot

(1s2s)'S

© 00 ~1 O Ot

1.31x10°" *
2.06%x1072
3.95x1073
9.62x10°4
2.77x10~*

9.73x1076 *
3.02x10°6
1.06x10°6
4.33x1077
1.98x10~7

* Extrapolated values.
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Figure 71: [Left] Experimentally determined B3*[(1525)3S] metastable beam fraction
as a function of the projectile stripping energy. Adapted from Refs. [180,196]. [Right]
Estimated B*"[(1525)'S] metastable beam fraction, at the target area, as a function
of the projectile stripping energy. Both figures include data for gas and foil stripping,
as also for foil post-stripping processes. Small numbers near data points correspond to
the actual collision energy.

9.6 The Auger spectrum of B>t 4+ H,

B2* ions produced by gas-stripping inside the tandem accelerator were collided with
H, targets at projectile energies between 4-8 MeV, in order to obtain a supplement
to B3t and B*t ion studies of the B2t Auger spectrum. Absolute DDCS spectra were
obtained similarly as in the cases of B** and B*f ions, and are shown in Fig. 72. The
formation of the Li-like doubly excited states of [152s?]%S, [15252p]* P, [15(252p)3 P> P_,
[15(2s2p)! P]? Py and [1s2p?]2D, already identified in the B** spectra previously, are
seen to be prominent. The production mechanisms of these states though, are different
than the ones examined in the case of the B3t projectiles, and are briefly described
below. The B?* beam is found only in the 1s?2s ground state, thus simplifying the
excited state production mechanisms contrary to the B3t beam, which has a significant
metastable part. The Li-like states produced in collisions of O°* and F* with Hy and
He targets, with the exception of the (1s2p?)?D, which was not identified, were also
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studied by D. H. Lee in his 1990 Ph. D. thesis. [96]

The electron—nucleus excitation (enE) [164,179], in which the projectile 1s electron
is excited to the 2p state due to the interaction with the target nucleus is the most
prominent mechanism which can lead to the formation of the 2S, 2P_ and 2P, states.
However, it may not produce the *P due to spin conservation. The 25, 2P_ and 2P,
states also can be produced by the electron-electron excitation (eeE) [33,164] where the
1s — 2p excitation is succeeded by an interaction with the target electron rather than
the target nucleus. The enE mechanism is known to contribute significantly over the
entire projectile energy region, while the eeEl mechanism becomes important at rather
high projectile energies, above the energy threshold of the excitation. [33,164] The
projectile energy thresholds E"” and E¢¢” for enE and eeE processes, respectively,
are given by T.J.M. Zouros [164] as:

enE M,
Eg§ = MAE (138)
B¢l = Mo g (139)

m
where M, and M, are the projectile and target nuclei masses, m is the electron mass
and AFE is the excitation energy for the transition 1s?2s — 1s252p. Considering the
transition 1s%2s — (1s2s2p)?P,, which has the highest threshold (AE = 204.5¢V),
the projectile energy thresholds results in: E§"F = 2.25 keV and E{F = 4.13 MeV.
Therefore, for the range of projectile energies seen in Fig. 72, eeE mechanisms are also
important in the formation of the Li-like B3t doubly excited states. It is important to
notice that Compton profile width considerations of the target electron allow for the
eeE process to contribute at projectile energies even lower than the energy threshold
E¢E = 4.13MeV. [33] Finally, the eeE mechanism including also electron exchange
may contribute to the production of the 4P state, as well as for projectile energies

exceeding the excitation threshold. [33,197]

A two step process which can give rise to all the 25, 2P_, 2P, and ?P states is the
transfer and loss (TL) mechanism, which consists of the transfer of one target electron
to the 2p projectile state and a simultaneous loss (i.e. ionization) of one of the 1s
projectile electrons. The TL process is known to contribute mostly at low projectile
energies due to the rapid decrease of the capture cross section with increasing projectile
energy. [181,198].

The formation of the [1s2p?]?D doubly excited state can be attributed primarily
to the mechanisms of double excitation (1s — 2p and 2s — 2p), RTE or NTE with
simultaneous 2s electron loss. The most likely seems to be the 2s electron loss with
RTE in the region of 4 MeV collision energy.

In the B?T spectrum of Fig. 72, the Be-like triply excited states (152s2p?)>D and
(15252p*)' D, formed primarily by RTE as well as NTE and de-exciting via Auger decay
to the B**[(15?25)25] ground state, are also observed. The spectroscopic determination
was based on their previous identification in collisions of O3* + He [26] and F6* +
H,/He [28,31]. Their measured energies are given in Table 12.
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Figure 72: Absolute Auger electron DDCS spectra for the collisions of 4-8 MeV
B?*(1s%2s) with Hy targets. The production of %S, P, 2P_, 2P, and %D Li-like
doubly excited states is prominent. The Be-like doubly excited states (152s2p*)3D and
(152s52p?)' D are also observed. Data were scaled at occasion for improved presentation
purposes as indicated. Laboratory frame data are available in Appendix J.
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As in the case of the B3* + H, spectrum, the rest of the lines, which have not
been explicitly identified yet, were labeled as ¢; (j =1..10). Their energies are given
in Table 12. COWAN code calculations, the results of which are summarized in Table
13, show that most of these states are three electron states decaying to the ground
state B¥"(1s?). In Table 14, the proposed intermediate states corresponding to the ¢;
measured states are given, along with the most probable production mechanisms.

Table 12: Auger electron energies of B>* and BT excited states produced in collisions
of of B*T[(1s?25)2S] + Hy. An attempt to assign transitions for the c; lines utilizing
COWAN code calculations can be found in Table 14.

Intermediate Final Theory Experiment
State State (This work)
(15252p*)3D (1s225)2S  174.09* 173.6 + 0.7
(1s2s2p*)' D (1s225)%S 176.8 £ 1.0
Cq 182.6 £ 1.0

Co 183.0 + 0.7

C3 185.1 £+ 0.6

Cy 186.5 + 0.8

Cs 187.4 £ 0.8

Ce 188.9 £ 0.8

c7 190.4 £ 0.9

Cs 193.6 + 0.9

Cg 195.6 + 1.0

C10 197.8 £ 1.3

* From Rgdbro et al. [172]
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Table 13: B3*[(1s2in'l')?$*V [ ;] intermediate states Auger decaying to the B3*(1s?)
ground state. The binding energies B.E., the Auger electron energies E4 and the Auger
rates A, were obtained from calculations using the COWAN code. The Auger energies
were shifted by 0.73 eV for calibration with the (1s2p?)2D line. Only states with Auger
rates higher than 10 s™! were considered.

Config. (1s20)®5+D [ @S+ J  BE. Ea A,
(eV) (eV)  (x10'?/s)

152535 (3S) 25 1/2 41831 18191  17.0
('S) 25 1/2 41478 18543 7.5
152s3p 3 P 1/2 41757 18265 0.7

(°S)

(3S) 2P 3/2 41757 18265 0.7
(1S) 2P 1/2 413.67 18655 0.2
('S) 2P 3/2 413.66 186.55 0.2

152s3d (39) °D  3/2 41565 184.57 2.1
(3S) 2D 5/2 41565 184.57 2.1
(1S) 2D 3/2 41150 188.71 9.3
('S) 2D 5/2 412.09 188.13 2.0
152sds (3S) 25 1/2 410.00 190.21 3.8
() 25 1/2 405.93 194.28 2.3
152s4p (3S) 2P 1/2 409.58 190.63 2.9
(3) 2P 3/2 409.58 190.63 2.9
(S) 2P 1/2 405.12 195.10 9.3
(*s) 2P 3/2 405.12 195.10 9.3
152s4d (3S) 2D 3/2 409.26 190.96 1.2
(3S) 2D 5/2 409.26 190.96 1.2
('S) 2D 3/2 404.82 195.40 1.5
(*S) 2D 5/2 404.82 195.40 1.5
152s4f 3 2 5/2 409.27 190.94 0.4

(°S)

(3S) 2F  7/2 409.27 190.94 0.4
('S) 2F  5/2 404.43 195.78 0.2
('s) 2F  7/2 404.43 195.78 0.7
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Table 13. (Continued).

Config. (1s20)®5+D [ @S+ J  BE. Ea A,
(eV)  (eV) (x1012/s)
1s2p3s (°P) P 1/2 412.31 187.91 13.9
(°P) P 3/2 412.30 187.91 13.9
('P) P 1/2 411.28 188.93 1.4
('P) 2P 3/2 411.28 188.93 1.4
1s2p3p (°P) 25 1/2 411.24 188.98 6.3
('P) 2S 1/2 408.55 191.67 0.6
(°P) D 3/2 412.09 188.12 2.1
(°P) D 5/2 411.50 188.72 9.4
('P) D 3/2 409.68 190.53 11.5
('P) D 5/2 409.68 190.53 11.5
1s2p3d (°P) P 1/2 404.48 195.74 1.6
(°P) 2P 3/2 404.48 195.73 1.6
('P) 2P 1/2 401.90 198.32 0.2
('P) 2P 3/2 401.90 198.32 0.2
(°P) F 5/2 404.76 195.45 0.2
(°P) F 0 7/2 404.76 195.46 0.2
('P) F 5/2 402.21 198.00 2.4
('P) 2P 7/2 402.21 198.00 2.4
1s2pds (°P) 2P 1/2 405.68 194.53 1.8
(°P) P 3/2 405.68 194.54 1.8
('P) P 1/2 403.15 197.07 0.6
('P) 2P 3/2 403.15 197.07 0.6
1s2p4p (°P) 25 1/2 404.16 196.06 1.9
('P) 25 1/2 40212 198.10 2.0
(°P) D 3/2 405.04 195.17 9.3
(°P) D 5/2 405.04 195.18 9.2
('P) 2D 3/2 402.65 197.56 5.0
('P) 2D 5/2 402.65 197.56 5.0
1s2p4f (°P) D 3/2 404.71 195.51 0.2
(°P) 2D 5/2 404.71 195.51 0.2
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Table 14: Tentative assignments of the unidentified b; and c; lines observed in the
spectra of B** + Hy and B?* + H, (see Figs. 66 and 72, respectively), according to
calculations of the COWAN code. Auger energies resulting from the Auger decay of
the states to the B3 (1s%) ground state (unless otherwise noted) are given along with
the most probable production mechanisms. Only intermediate states with Auger rates
higher than 10 s=! were considered. Definitely identified states are also given for the
sake of completeness.

Intermediate E4 Assign. E4 Production Mechanism
State Theory Experiment Initial Transition
(eV) (eV) State
(1525%)28 154.93 155.1 £ 1.1  (1s25)3S  T(2s)
1522s E(1s—2s),
T(2s)L(1s)
(15252p)1 P 157.07 157.0 £ 1.5 (1s2s)3S  T(2p)
1522s T(2p)L(1s)
[15(252p)® P)2P_ 161.08 161.3 £ 0.8 152 T(2s)E(1s—2p),
(1s25)3S  T(2p)
1522s E(1s—2p),
T(2p)L(1s)
[1s(252p)! P2 P, 164.05 1642 £ 0.9 1s? T(2s)E(1s—2p)
(1s25)3S  T(2p)
15225 E(1s—2p),
T(2p)L(1s)
(1s2p%)2D 166.55 166.51 152 T(2p)E(1s—2p)
1522s E(1s—2p)E(2s—2p)
(1s252p?)3D 1 174.09 173.6 £ 0.7 1s22s T(2p)E(1s—2p)
(1s2s2p*)'D 176.8 £ 1.0 1s22s T(2p)E(1s—2p)
[(1525)3S 35128 /o 181.91
[(1525)°S 3p]2P) jg5/2  182.65 c1 182.6+1.0 1522 E(1s—3p)
by * 182.7£1.6  (1s2s)3S T(3p)

T Used for energy calibration. " Decays to B> (15%2s) ground state
* Mixed B3t beam containing both (1525)3S metastable and 1s? ground states.
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Table 14. (Continued).

Intermediate E4 Assign. E4 Production Mechanism
State Theory Experiment Initial Transition
(eV) (eV) State
[(1525)3S 3d]* D359 184.57 by 184.840.9 152 T(2s)E(1s—3d)
[(1525)'S 3s]%5) 185.43 c3 185.14£0.6  1s22s E(1s—3s)
[(1525)'S 3p]2P1ja 35  186.55 c4 186.5+0.8  1s%2s E(1s—3p)
(252p)3 P 187.52 187.5 £ 0.8 (1s25)3S E(1s—2p),
T(2p)L(1s)
cs 18744+ 0.8 1s%2s E(1s—2p)L(1s)
[(152p)*P 3s]2P; 535  187.91  bs 188.0£0.5  1s? T(2p)E(1s—3s)
[(152p)*P 3p]* Dy s 188.12 bs 188.0+0.5  1s? T(2p)E(1s—3p)
[(1525)'S 3d]>Ds s 188.13  bs 188.0+£0.5 152 T(2s)E(1s—3d)
[(1525)'S 3d]>Ds )5 188.71 by 188.8+£0.6  1s? T(2s)E(1s—3d)
co 188.94£0.8 1522 E(1s—3d)
[(1s2p)®P 3p]> Dy 188.72 by 188.840.6 152 T(2p)E(1s—3p)
[(1s2p)' P 3s]>Py 552  188.93 by 188.840.6 152 T(2p)E(1s—3s)
[(1s2p)®P 3p]%S; o 188.98 by 188.840.6 152 T(2p)E(1s—3p)
[(1525)%S 4s]*S 190.21  bs 190.4+1.1 152 T(2s)E(1s—4s)
bs (1525)3  T(4s)
cr 190.4+0.9  1s22s E(1s—4s)
[(1s2p)' P 3p]*D3/05/5  190.53  bs 190.4+1.1 152 T(2p)E(1s—3p)
[(1525)°S 4p]2P) 539 190.63  bs 190.4+1.1 152 T(2s)E(1s—4p)
bs (1s25)®  T(4p)
cr 190.4+0.9  1s22s E(1s—4p)
[(1525)2S 41 F507/2  190.94  bg 190.840.6 152 T(2s)E(1s—4f)
[(1525)3S 4d]* D305/ 190.96  bg 190.840.6 152 T(2s)E(1s—4d)
[(1s2p)' P 3p]* S, o 191.67 by 192.24+0.8 152 T(2p)E(1s—3p)

* Mixed B** beam containing both (1525)3S metastable and 1s? ground states.
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Table 14. (Continued).

Intermediate E4 Assign. E4 Production Mechanism
State Theory Experiment Initial Transition
(eV) (eV) State
(252p)' P 194.20 193.8 £ 0.8 (1s2s)3S E(1s—2p) + Exch.
T(2p)L(1s)
[(1525)1S 4s]*S 194.28  bg 193.940.5 1s? T(2s)E(1s—4s)

[(1s2p)®P 45> Py jp 5/ 194.53

[(1525)'S 4p]>Py )95/ 195.10 by 195.340.9 152 T(2p)E(1s—4s)
[(1s2p)*P 4p]* D305/  195.17 by 195.340.9 152 T(2s)E(1s—4p)
[(1525)'S 4d]* D35/ 195.40 by 195.3£0.9 152 T(2s)E(1s—4d)

co 195.6+£1.0 1s%2s E(1s—4d)
[(1s2p)> P 3d]*Fs/97/2 19545 by 195.3£0.9 152 T(2p)E(1s—3d)
[(1s2p)*P 4f12D5/55/o  195.51 by 195.340.9 152 T(2p)E(1s—4f)
[(1s2p)®P 3d]*Py /o3  195.74
[(1525)'S 4f*F5j07/o  195.78 Co 195.6+1.0 15225 E(1s—4f)
[(1s2p)®P 4p]*S; )9 196.06
[(1s2p)' P 4s]>Py 535 197.07  byg 197.941.8 152 T(2p)E(1s—4s)

c10 197.841.3 15225 E(1s—2p)E(2s—4s)
[(1s2p)' P 4p]*D3/9 5/  197.56 by 197.9+1.8 152 T(2p)E(1s—4p)

c10 197.8+£1.3 15225 E(1s—2p)E(2s—4p)
[(1s2p)' P 3d]*F5 9.7 198.00  byg 197.941.8 152 T(2p)E(1s—3d)

c10 197.8+£1.3  1s22s E(1s—2p)E(2s—3d)
[(1s2p)' P 4p]*S; )9 198.10  byg 197.9+£1.8 152 T(2p)E(1s—4p)

c10 197.8+£1.3  1s22s E(1s—2p)E(2s—4p)
[(1s2p) P 3d]*Py /932 19832 byg 197.9+£1.8 152 T(2p)E(1s—3d)

c10 197.84£1.3  1s22s E(1s—2p)E(2s—3d)
(252p®)?D ¥ 200.64 200.6 +£1.1  (1s25)>S  T(2p)E(1s—2p)
(252p?)2D 205.03 205.0 £1.1  (1s2s)3S  T(2p)E(1s—2p)

! Decays to B3t (15253P) or B3*(1525'S) metastable states
H Decays to B3*(15253S) metastable state
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9.7 Conclusions

First systematic measurements on the B9" (q = 1,2,3) spectroscopy, obtained from
collisions of 4-8 MeV B®~9+ jons with H, targets were presented and compared to
previous works. The implementation of the high-efficiency hemispherical spectrograph
at the JRML facilities, allowed for including boron ions in ion—atom collision studies, as
the boron ion beam is one of the lower intensity beams. The high resolution spectra for
all the boron charge states were recorded with a mean instrumental energy resolution of
0.2%. The absolute experimental uncertainty of the Auger lines (projectile rest frame)
was measured between 0.6-1.1 eV, depending on the statistics and the uncertainty
on the projectile energy in case the beam was obtained by foil post-stripping. The
observed Auger spectra were presented in absolute DDCSs, utilizing results from the
previous study of BEe enhancement factors for partially stripped boron ions.

In the Auger spectrum of 4-8 MeV B**+ H,, the KLL, KLM, KLN and KLO
lines, resulted in the Auger decay of the formation of the He-like doubly excited states,
were clearly observed. The calculated limits of the KLn series [171] were in excellent
agreement with the data. The collisions of 4-8 MeV B**+ H, showed the formation of
He-like B3t and Li-like B2* doubly excited states as well as the formation of Li-like B2+
triply excited states, i.e. hollow boron ions. Even though the identification of all the
observed lines has not yet been completed, the results of Li-like doubly excited states
from previous works [172] were reproduced well within the experimental uncertainties.
Furthermore, the observation of the (252p?)2D and (2s52p?)2D lines, the identification
of which was based on theoretical calculations [173], showed the formation of Li-like
B?* triply excited states in a single ion—atom collision. The Auger spectrum of 4-8
MeV B2*+ H, was also recorded showing the dominant formation of the Li-like doubly
excited states, observed previously in the B3t + H, spectra. The dominant production
mechanisms of the excited states observed in all boron spectra were briefly discussed.

An attempt to identify the rest of the lines in the B3+ H, and B?*+4 H, spectra,
which were not explicitly determined, was made by running the COWAN code. The
results have shown that most of these states are three electron states decaying to the
ground B3*(1s?) state. The proposed intermediate states, the Auger electron energies
resulting from their decay to the ground state, and the most probable production
mechanisms were summarized in Table 14.

Finally, a very important result obtained from the Auger spectrum of collisions
between energetic B> ions and H, targets, was the quite accurate determination of the
metastable (152s)3S component of the B3™ beam. This result is of potential importance
for the determination of absolute cross sections in ion—atom collisions involving the
B3* jons. In addition, the metastable beam fraction study triggered the interest on
the detailed understanding of the production mechanisms in the stripping processes
involving gas or foil targets. [180]
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10 Resonant transfer and excitation

10.1 Background

Resonance Transfer and Excitation (RTE) [95,162,199] is a correlated two-electron pro-
cess, mediated by the electron-electron interaction, involving the transfer of a loosely
bound target electron to the projectile with the simultaneous excitation of a projectile
electron. The RTE process gives rise to excited projectile states which relax either by
photon or Auger electron emission. The production of these excited states is investi-
gated experimentally by low resolution coincidence measurements of the emitted x-ray
and the projectile charge state [199-212], of the x-ray and a second x-ray [213,214] or
by high resolution Auger electron spectroscopy [22,24,26-32,215-217]. The processes
are then termed RTEX, RTEXX and RTEA, respectively.

RTEX is an ion—atom collision process analogous to the Dielectronic Recombination
(DR) process, present in free-electron—ion collisions. [218-220] DR is the process of Ra-
diationless Capture (RC) followed by photon emission. Similarly the ion—atom RTEA
analogous process in free-electron—ion collisions is RC followed by Auger decay, known
as Resonant Elastic Scattering (RES). [220,221] These processes are schematically il-
lustrated in Fig. 73. To the extent that the active target electron can be considered
free, RTE can be seen as the time-reversed Auger effect.

The first RTE observation [200] and its relation to the DR process, which has been
identified as a significant energy-loss mechanism in magnetically confined nuclear-fusion
plasmas [222], triggered the interest in the RTE studies. DR also plays an important
role in the study of astrophysical plasmas [223] and the electron cooling of heavy ion
beams in storage rings [224]. In the early 80’s DR cross section measurements have
proven to be a formidable task since either crossed-beam or merged-beam techniques
are required. [225-228] The last decade, however, much progress has been achieved in
DR measurements by using electron cooling devices in Storage Rings. [229,230] RTE has
been shown that it can provide accurate information on DR cross sections for velocities
large compared to the target electron velocity, (see Ref. [231] for example). RTE
experiments involve mainly gas targets, where the quasi-free target-electron density is
many orders of magnitude larger compared to that in electron—ion experiments, thus
favoring the ion—-atom experiments for DR studies through the RTE measurements. In
addition, RTE has been proven a fundamental process in understanding the dynamic
role of the electron-electron interactions in ion—atom collisions.

Tanis et al. [200] were the first to observe the process of electron capture with simul-
taneous excitation in ion-atom collisions of 70 MeV ST + Ar by detecting coincidences
between sulfur K x-rays and electron capture events. The process was identified as
analogous to DR in electron-ion experiments. Very soon, Tanis et al. [199] showed the
resonance behavior of the process by performing their previous S* + Ar experiment
at projectile energies varying from 70-160 MeV. The process was termed “Resonant
Transfer and Excitation” — RTE by Brandt [162], who calculated RTE cross sections by
applying the Impulse Approximation (IA) to relate the RTE to the DR cross section.
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In his TA model, the RTE cross section is obtained from the DR cross section after
folding in the Compton profile of the target electrons. Sample calculations on the S'3+
+ Ar collision system, utilizing known DR cross sections for St [232], were in good
qualitative agreement with the measurements. Details of Brandt’s IA model are given
in §10.2.

Tanis et al. [201,204] extended their RTE studies to the collision systems of 100-360
MeV Call6-18)+ 4 He, 180-460 MeV V19-2D+ 4 He and 100-360 MeV Call0-1216-19)+
+ Hs, using the x-ray-—projectile-charge coincidence technique, establishing the exis-
tence of the RTE process in ion-atom collisions. Strong resonant behavior with struc-
ture, reflecting the narrower He and Hy Compton profiles compared to Ar, was ob-
served for these collision systems. The measurements were in reasonable agreement
with theoretical calculations based on Brandt’s IA model and since then, they were of-
ten utilized for comparison with improved TA - RTE theoretical models. [231,233-235]
As very clearly was pointed out by McLaughlin and Hahn in their paper in Ref. [231],
where they compare various theoretical DR cross sections with the experimentally de-
termined by RTE in collisions of Ca'?t + H,, the relationship between DR and RTE
was “dramatically” confirmed.

The ion—atom experiments that followed utilized the RTEX method, as also the
RTEXX, provided important information on the RTE KLn (n>1) formation for col-
lision systems involving Cal's=19)+ [205] Ti'®* [206], S'** [213,214], FS* [210, 213],
Nb(28=32)+ [208], U2+ [209], Mgt [210], Fe(?3=29+ [211] and Kr*** [212] ions in col-
lisions with Hy targets. RTEX experimental results on total RTE cross sections were
quite well reproduced by theoretical TA - DR treatments. [233-236] However, both
RTEX and RTEXX are low resolution techniques, only sufficient for resolving K, and
Kp x-rays, but not allowing for detailed experimental information on the population
processes of the intermediate LS states.

Swenson et al. [26] were the first to use high resolution zero-degree Auger electron
measurements to study the formation of (152s2p?)>D and (1s2s2p?)'D states in the
collision system of 5-25 MeV O°" + He. Evidence for the population of intermediate
states via RTE, in zero-degree Auger electron measurements, had been proposed earlier
by Ttoh et al. [7] for the (2p?)' D state formed in collisions of 50-500 keV He™ + He.
The resonant behavior of the (2p?)! D state was also illustrated theoretically by Fritsch
and Lin [174] in their TE studies using the close-coupling method, which showed a
peak structure cross section for the (2p?)! D state formed in collisions of the benchmark
system of He™ + H. Ever since, the most stringent tests of any RTE calculation has been
supplied by state-selective studies performed using high resolution zero-degree Auger
electron spectroscopy. Since the Auger yields are larger compared to the x-ray yields
for low-Z projectiles, RTEA studies have been primarily involved with ions from the
first row of the periodic table, including He™ [22,24,27], C3°* [32,217], O [26,30,216]
and F¢=8+ [28-31,215], in collisions with He and/or H, targets.

All the above RTEA studies were made at 0° with respect to the beam direction,
except Ref. [237] which were made at 9.6°. All the x-ray measurements in RTEX
experiments reviewed previously, were made at 90° with respect to the beam direction.
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Figure 73: Simplified schematic diagram of the Dielectronic Recombination (DR), Res-
onant Elastic Scattering (RES), Resonance Transfer and Excitation followed by x-ray
emission (RTEX), and Resonance Transfer and Excitation followed by Auger electron
emission (RTEA) processes. RTEX and RTEA are the ion-atom processes analogous
to the electron-ion DR and RES processes, respectively.

Bhalla [110] was the first to report calculations on the angular distribution of both the
Auger electrons and the photons in RTE. His calculations were in very good agreement
with the experiment. In his work, it was also indicated that RTE selectively populates
the M = 0 magnetic substates, implying a strong angular dependence of the Auger
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electron or x-ray yield. Furthermore, his model also treated the first time considered
interference between BEe and RTE electrons, clearly present in DDCS spectra. This
interference was seen to be small for ®D states [95], but almost 50% for the (2s2p)'P
states which, however, are too weak to be observed. [32]

A process which can be also attributed to simultaneous transfer and excitation, and
therefore has the same signature as RTE, was reported by Pepmiller et al. [178,238]
The process was termed Non-resonant Transfer and Excitation — NTE and it involves
an excitation of a projectile electron under the Coulomb influence of the target nucleus,
while at the same time a target electron is captured to some projectile excited state
under the Coulomb influence of the projectile nucleus.

Clark et al. [239] and Tanis et al. [202,203] reported on the distinguishing features
between the RTE and NTE peaks in x-ray — ions coincidence measurements, for the
collision systems of 15-94 MeV Si''™ + He and 15-200 MeV S'3* + He, respectively.
They showed that NTE occurs at impact energies lower than RTE, but a significant
overlap in their cross section peaks exists, implying a unified RTE and NTE treatment
rather than an RTE or NTE separate modeling. Such a unified theoretical treatment
of simultaneous transfer and excitation was first developed by Feagin et al. [240] for
collisions of one-electron ions with one-electron targets. Further theoretical [221,241—
244] and experimental [25,238] studies are also available in literature.

Another non-resonant process similar to NTE termed Uncorrelated Transfer Exci-
tation (UTE) or two electron transfer excitation (2¢TE) was first reported by Schulz
et al. [237] The only difference between NTE and UTE is that the excitation of the ion
is mediated by an electron-electron interaction between the excited projectile electron
and a second target electron (other than the one which is captured). UTE thresh-
old lies at the projectile electron excitation energy and therefore is expected to occur
at the upper edge of the RTE process. UTE has been the object of some contro-
versy [29,234,245] and even though it was theoretically investigated [221,237,246], its
experimental observation has not been well established yet.

In the following, Brandt’s [162] and Bhalla’s [110] IA - RTE treatments are briefly
presented. Theoretical results are compared to the experimental data for the case of
(2p*)' D RTE state formed in collisions of 4-8 MeV B** + H,. It is mentioned at this
point, that RTE results using boron ions are reported here for the first time. Boron
beams available from tandem Van de Graaff accelerators are too weak to be efficiently
utilized with slit spectrometers. However, with the new hemispherical spectrograph
the measurements were quite feasible.

10.2 TA - RTEA theoretical description

The basic principles of the impulse approximation have already been described in
chapter 8. In the TA, the cross section ogc for the production of a particular resonance
state in electron-ion collisions and the cross section ogrgr for the production of the
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same resonance state in ion-atom collisions are related by: [162]
oo 2
TrTE =) / d°p; (orc)p [¥;(p;)] (140)
§ J oo

where the index ¢ is referred to a specific target electron which satisfies the basic TA

assumption that the collision velocity is large compared to the velocity of the target

electron, i.e. V, >> v,,. Following Brandt’s formulation [162] and using the Eqgs. 132,
134 and 135 the RTE cross section is written in atomic units as:
T Er+Ae/2 T

URTE:ZM/ dEO’Rc(E):ZM AE@'RC (141)

J ‘/p + Q]' Er—Ae€/2 j VZg + Q]’

where Ae is an energy interval around the energy resonance Ep larger than the res-
onance width I'y of the intermediate state, and ogc the energy averaged RC cross
section at the resonance. Defining the RC strength as

QRC = AG 5-RC (142)

and using the expression J(Q) = X, J;(Q;), for the Compton profile of target electrons
in the same subshell, i.e with the same ionization energy E; (therefore the same @);)
the RTE cross section is written as:

Qre J(Q) 32 Qre  J(Q)
€0 ‘/;)_‘_Q €o Q(ER+E])

ORTE — (143)

Q), J(Q) and V,, are expressed in atomic units, while ¢y = 27.2116 eV. The RC collision
strength is given by: [229]

7T2h3 Wy Aiﬁz‘

B Wy Adai
=2475x 1077 2. @
2m  w; Ep w; FEg

Qrc = (em?eV) (144)

where A47% and Ep are the transition rate in s™' and the resonance energy in eV of

the time-reversed Auger transition, respectively. The statistical weights for the ground
and intermediate states, w; and wy, respectively, are given by:

wi = (2L; +1)(2S;+1), wg=(2Lg+1)(2S4+1) (145)

The RTEA cross section is calculated by assuming that for any fast collision process,
the production can be well separated from the decay part. Thus, the RTEA cross
section can be related to the RTE cross section as:

ORTEA = ORTE 'f (146)

where ¢ is the Auger yield defined as the ratio of the Auger transition rate A4~/ of
the intermediate state |d > to the final state |f >, to the sum of all the Auger and
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x-ray transition rates A%/ and A%?/" respectively, from |d > to all the possible final
states, |f' > and |f" >, i.e:

Ad—)f
§= S AT 4SS AT (147)
f/ fll

In the same way the Resonant Excitation strength (g is related to Q2gc according
to:

QRE — QRC ‘ g (148)

The single differential RTEA cross section is written under the assumption of sep-
aration between the production and the decay part as:

dorrpa(f) — ORIEA- W(al)

dsy 47

(149)

where W(G’ ) is the angular distribution of the Auger electrons. Primed symbols are
referred to the projectile rest frame, consistent with the notation followed in this work.

Special restrictions apply for Auger electron detection at zero-degree laboratory
angle observation. [95] When the initial electron beam direction ' = 0° is fixed as an
axis of quantization, the spherical harmonics expansion of the initial free electron state
contains components of only m,, = 0 magnetic quantum number. The same result
applies also to the Auger electron detection at § = 0° laboratory angle observation (i.e.
0" = 180°). Therefore the RTEA process considering a quasi-free electron e~ and a
H-like projectile Z{Z 1% can be written as:

e~ (liymy, = 0) + Z D (Ly, My, = 0) =8 Z=2%(Ly, My,)

0° Auger

eq(ly,my, =0) + Z7» V% (Ly, My, = 0)

Applying the Auger selection rules in the LS-coupling scheme (see appendix H) for
the excitation channel, results in the population of only the M, = 0 substates. The
same result is obtained also from the de-excitation channel. Consequently the RTE
state is collisionally aligned and thus the non-statistical or state-selective population
of the magnetic substates results in non-isotropic angular distribution of the emitted

Auger electrons [30,95] or photons. Cleff and Mehlhorn [247] described in general the
angular distribution of Auger electrons in the functional form of:

W) =1+ Ay, - Pay(cost) (150)

n=1

where P, (cos ') are the Legendre polynomials and the coefficients As, depend on
the transition. For example, the angular distribution W (#') for an L, = 2 to an
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L; = 0 Auger transition, which is of interest in this study, is given in the LS-coupling
scheme: [248]
10 090 + 091 — 0929

W) = 1+ Py(cos ') +

18 30’20 - 40’21 + 099
T 099 + 2091 + 2099

T 090 + 2091 + 2092
10 6
= 1+ 7P2(Cos 0') + ?P4(COS 0') = 47 |Yr,0(0")["

Py(cos @)

where, o7, A, are the |i >— |d > partial production cross sections, Py(cos€’) and
Py(cos @) are the usual Legendre polynomials, while Y5q(') is the usual spherical har-
monic. It is interesting to note that, in general, W(G’) depends only on |Mp,|. In
particular, for the RTE process 091 = 095 = 0, due to the strong alignment of the
intermediate states.

Therefore, the single differential RTEA cross section for zero-degree (6’ = 180°)
observation of RTE states decaying to Ly = 0 can be written according to Eqs. (143),
(144), (145), (146), (149) and (151) as:

doRTEA o Qre  J(Q) W(0' =180°)
= = . . . L:=0.L; =
dQI (9 0 ) €0 ‘/}) + Q 47T é ( 1 01 f 0)
2475 x107%0 J(Q) (2Lq + 1)2(28,+1) AL ¢ (150)
dmeg 2(Er + Ey) (2L; +1) (2S;+1) Eg

Bhalla’s approach [110] treats the RTE and BEe DDCS in a unified model allowing
for interference between these coherent electrons. His basic result for the (2p®)'D
intermediate state decaying to 1s ground state can be summarized in the following
expression:

Po(0)) _ Pope(?) | [Cale.0) + Ci(¢.0))(Taf2m) + A, 0)( — En)

= 152
dQ' de' dQ' de' (€ — Eg)?+ (Ly/2m)? (152)

where the resonant part Cg(¢’, '), the symmetric interference C;(€’,6') and the anti-
symmetric interference A(¢', 0') parts are given by:

Cr(€,0") = % 1+ ?Pg(cos o) + ngl(cos 0] (153)
sin cos @)/ sin® (¢’
C[(GI, 0/) = _ﬁ . Zp A[(Aa + AT()2/j/a€](Ei2/(2 0 )/ (9 /2)] (154)
cos o )/ Aq cos 0')/ sin® (¢
sy = 2 T MUt AP0 i O

Note that the (2p?)!D RTE state can deexcite to only the ground state 1s by Auger
electron emission and to (1s2p)!P by x-ray emission, respectively. Therefore, for this
case AT = A4S = A, with |i >= 1s and |d >= (2p?)'D. Also A4~/ = A, with
|f >= (1s2p)' P.
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The constant D, the difference in the Coulomb phase shifts A, the Coulomb phase
shifts 7;, the Coulomb phase factor v [249] and the total energy width of the |d >
intermediate state ['y, are given by:

oh wy A2 J(Q)

D(€,E,)) = C— L 156
(6 ) jIJ) 2m€/ wg Aa + Ar ‘/;J + Q ( )
A = 2y — 2(mZye?/h*k) In[sin (6’ /2)] — 210 (157)
!
m = argD(l+141iy) =mn+ ) tan " <%> (158)
s=1

B /m02 60 (159)

Tz hc 2¢
Ty = () AT +ZA‘“f” = (A, + A,) (160)

f/ fll

The DDCS for the BEe part can be described by either the ESM model or by
a corrected Rutherford model as was presented in chapter 8. The single differential
RTEA cross section is obtained by taking an average of the second term in Eq. 152
over an energy interval which is larger than I';. Neglecting the BEe term the SDCS
for the RTE becomes:

dorrE
sy
Note that the resonant part Cg(¢' = Eg,§ = 180°) is identical to the one given by
Eq. 151. This result will be used for comparison with the experimental data on RTE
measurements with B** ions incident on Hj targets. In addition, it is evident from
Eqgs. 143, 144, 148 and 156 that:

(0') = Cr(€' = Eg,0')+ Ci( = Eg,0) (161)

Q) o Q)

D(¢ = Ep, E,) = Qg - SA 7
! Vo +Q 2(Eg + E))

(162)

10.3 RTEA with B*" ions

The absolute DDCS spectra obtained in collisions of 4-8 MeV B*t + H,, already
presented from the spectroscopic point of view in chapter 9, are used here for studying
the RTE process of populating the B** He-like doubly excited states. Similar spectra,
obtained in collisions of F&" + H, and C5* + Hy, were observed in the past by DePaola
et al. and by Parameswaran et al. [32], respectively. The KLL Auger decay lines are
the only well resolved lines in the B** + H, spectrum, as seen in Fig. 64, except for
the (2p?)' D and (2s2p)' P states.

The explanation for the absence of the (25?)'S, (2s2p)*P and (2p*)'S intermedi-
ate states which are Auger decaying to the B**(1s) ground state, was attempted by
calculating the relative RTEA intensities of these lines compared to the most promi-
nent (2p?)'D. The COWAN program was used to obtain the Auger and x-ray rates
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of these transitions and calculate, according to Eq. 151, the absolute SDCSs. In Ta-
ble 15, the Auger energies Eg, the Auger rates A,, the x-ray rates A,, the Resonant
Excitation strength 2zr and the angular distribution term for zero-degree observation
W(G = 0°) = 2Ly + 1, are given for the KLL intermediate states. The x-ray rates A,
are summed over all the possible radiative decay channels.

It is very interesting to notice in Table 15, that the high Auger rate is not the only
important factor for the observation of a transition. A very significant quantity for the
RTE process, is the statistical weighting factor wy = (2L4 + 1)(2S4 + 1). Due to this
factor, although the (2s?)1S and (2s2p)®P states have Auger rates which are different
by an order of magnitude, they have similar Resonant Excitation strengths. Moreover
the 2L, + 1 term of the statistical weight wy turns out to be the most sensitive term
in the RTEA SDCS calculation, as it appears to be on the second power in the final
RTEA SDCS equation (Eq. 151), due to the multiplication of the Resonant Excitation
term with the angular distribution term of the Auger electrons. Thus, as it is seen
from Table 15, the relative intensity of the (2s?)'S state is predicted lower than the
(252p)3 P state, even though its Auger rate is higher by an order of magnitude.

Table 15: The Auger energies Eg, the Auger rates A,, the x-ray rates A, (referring to
the sum of all possible radiative decay channels), the Resonant Excitation strengths
Qgp and the angular distribution term for zero-degree observation W (0 = 0°) /4 are
given for the KLL intermediate states. The last column is the the ratio of the SDCSs
of the states to the SDCS of the (2p*)! D state.

A

Intermediate Eg(d — 1s) A, A, QrE W(6 =0°) Relative
State (eV) (x10'3/s)  (x1013/s) (x10718) (2Ly+1) Intensity
(eV-cm?) (%)
(25918 186.22 29.88 0.033 1.984 1 4.3
(252p)3 P 187.52 2.02 0.197 1.093 3 7.2
(2p*)'D 193.53 28.60 0.120 9.106 5 100
(252p)' P 194.20 15.91 0.065 3.029 3 20
(2p%)LS 200.90 1.10 0.086 0.063 1 0.14

According to the calculations of Table 15, the intensity ratio of the (2s2p)' P state
to the (2p?)' D should be 1/5. However, in these calculations the interference between
binary encounter and RTE Auger electrons is not included. Parameswaran et al. re-
ported on the observation of the doubly excited He-like states in collisions of C** +
H,. In their theoretical calculations they included also the interference terms which
show that only the (2p?)' D state is enhanced while the other states are lowered. They
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predict a lowering factor of about 2 for the (2p*)' D state. Thus, applying their pre-
dictions to the boron case, it results in a ratio for the (2s2p)! P state to the (2p*)'D
smaller than 1/10.

The experimental data on the RTEA SDCS for the (2p?)'D state were obtained
from the absolute DDCS spectra recorded in projectile energies of 3.70, 4.09, 5.20, 5.72,
6.50 and 7.90 MeV. The absolute SDCS experimental values were obtained from DDCS
spectra after summing over an energy region larger than the base width of the (2p*)'D
RTE peak. The results are plotted in Fig. 74 as a function of the projectile energy. The
error bars shown are the statistical uncertainties. The absolute uncertainty is about
20% (see §7.4). Theoretical calculations, incorporating interference with the BEe, ac-
cording to Bhalla’s model are also shown for comparison to the experimental data. The
Auger and x-ray rates A, and A,, respectively, for the (2p?)'D RTE transition, needed
for the theoretical calculations, were obtained by extrapolating known calculated rates
for the ions of C*, N5+ O and F™*. [250] The obtained value for the Auger rate was
later found to be in agreement with COWAN calculations. In Fig. 75 the quadratic
fits, on the theoretical data of the Auger and X-ray rates of the (2p?)!' D state, utilized
for the extrapolation, are plotted.

In order to qualitatively test the agreement between the theory and the experiment,
the ratio of the experimental data to the corresponding theoretical values was calculated
resulting in an average value of 0.84 4+ 0.06. The results are plotted in Fig. 74 (top).

The B3T(2p?)'D SDCS experimental data along with the F™"(2p?)'D data (see
§6.4), were used to obtain the Resonant Excitation strength Qpp according to Eq. 151.
The results are presented in Table 16 including previous (2zr measurements for the
ions of C*+, N>+, O%+ and F™*, as also the corresponding Q2 theoretical calculations.
In addition, the resonant energies and the Auger and x-ray rates values of the (2p?)' D
state for the previous ions are given along with the new extrapolated values for B3,
In Fig. 76 the experimental and theoretical Resonant Excitation strengths {2zg of the
(2p*)' D RTE state are plotted as a function of the atomic number Z,.

From Fig. 74 it is seen that the IA - RTEA calculations, agree with the experi-
mental data within a scaling factor of 0.84 £+ 0.06. This fact indicates that the NTE
process is indeed negligible in this case, at least for the projectile energies reported
here. At lower impact energies NTE is expected to contribute, however, as it was
mentioned previously, B** ions at energies lower than 3.7 MeV were of extremely low
intensity (<10pA) to be utilized even with the new highly efficient spectrograph. The
extrapolated values for the Auger and x-ray rates are seen to be reasonable, and their
incorporation into the TA - RTEA model shows good agreement with the measure-
ment. As mentioned before, Auger rates calculations using the COWAN code are in
agreement, with the extrapolated value. Furthermore, comparison between IA - RTEA
calculations including or not interference with BEe, show that the interference term is
much smaller than the resonance term at this detection angle, in agreement to Bhalla’s
IA - RTEA predictions. [110]
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Figure 74: [Top] Ratio of the absolute SDCS (2p*)'D RTE state experimental data
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tom]SDCS of the aforementioned (2p*)'D RTE state as a function of the projectile
energy. Solid line: TA - RTEA calculations including interference with BEe. Dashed
line: TA - RTEA calculations without BEe interference. Theory was multiplied by a
factor of 0.84 to best fit the data.
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Table 16: Resonance parameters for the (2p?)! D doubly excited state resulting from
the collisions of H-like ions with Hy targets. Epg is the Auger line energy, Z, is the
atomic number, A, is the Auger decay rate, A, is the radiative decay rate, £ is the
Auger yield and Qg is the resonant excitation strength.

Ion Zp ER Aa AT f QRE(Th.) QRE(EXp.) QRE(EXP.)
(eV) (x10%3/s) (x10'3/s) (x10718)  (x10718) (x10718)
(eV-cm?) (eV-cm?) (eV-cm?)

Other work  This work

B3t 5 193.5¢ 28.4* 0.125*  0.9956 9.041 77+ 1.6
ctt 6 273.30 29.5° 0.148°  0.9950 6.645 6.6 + 1.0°
N5+ 7 366.9° 30.5° 0.267°  0.9913 5.100 5.2 + 0.8¢
0%t 8 474.2b 31.2b 0.456°  0.9856 4.012 4.2 + 0.6°
F'+ 9 595.0b 31.8% 0.749®  0.9770 3.231 3.6 £0.5° 33+0.3

® From Ref. [171], * From Ref. [250], ¢ From Ref. [251], * Extrapolated values (also
from COWAN code calculations).

As was mentioned before, the spectrograph resolution was not adequate for resolving
the KLM and KLN manifolds. However, a total RTEA SDCS was obtained for these
states, according to the method applied to the SDCS determination of (2p?)'D RTE
state. The results are summarized in Fig. 77. Unfortunately, I am not aware of any
calculations on Auger and/or x-ray yields for the 2/3l' and 2(4l’ states in order to
incorporated them in the TA - RTEA model and compare them with the experimental
data. However, assuming the mean energy values 230 and 241 eV of the KLM and
KLN Auger lines, respectively, as the resonance energies, IA - RTEA calculations were
performed assuming unity Auger yields (i.e. £ = 1) and treating the Auger rates as free
parameters. The results are also shown in Fig. 77. It is clearly seen that, the resonance
structures, peaked at impact energies higher than the peak energy of the (2p*)' D state,
strongly indicate the presence of the RTEA process for the states included in the 2/30'
and 2[4[' manifolds.
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Figure 77: SDCSs of the 2{3l" (left) and 2[4l' (right) intermediate states formed in
collisions of 4-8 MeV B** + H, and decaying to the B4 (1s) ground state, as a function
of the projectile energy. TA - RTEA calculations assuming unity Auger yields are also
plotted (solid lines). The resonance structure strongly indicates the presence of the
RTEA process for the states included in the 2/3l' and 2[4l manifolds.

10.4 RTEA with B3 ions

The experimental data on the RTEA SDCS for the (1s2p?)?D state were obtained
from the absolute DDCS spectra recorded in projectile energies of 4.11, 5.71, 7.79
MeV, which were presented in §9.3 (see Fig. 66) from the spectroscopic point of
view. The absolute SDCS experimental values were obtained from DDCS spectra
after fitting the (152p?)2D peak with Gaussians and correcting this result for the B3*
ground state beam fraction, according to the data presented in §9.5. The results are
plotted in Fig. 78 (bottom) as a function of the projectile energy. The error bars
shown are the statistical uncertainties. The absolute uncertainty is about 20% (see
§7.4). Theoretical RTE calculations, which do not include interference with the binary
encounter electrons, are also shown for comparison to the experimental data. The
Auger rate A, for the decay of the 2D state to the 1s? ground state, needed for the
theoretical calculations, was obtained by running the COWAN code. The Auger yield
& was assumed to be 1, as the rates for the radiative transitions are much smaller than
the Auger rates. The overall error from these assumptions is not expected to be higher
than 5%.
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In order to qualitatively test the agreement between the theory and the experiment,
the ratio of the experimental data to the corresponding theoretical values was calculated
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resulting in an average value of 1.07 4+ 0.08. The results are plotted in Fig. 78
(top). The B**(1s2p?)2D SDCS experimental data were used to obtain the Resonant
Excitation strength Qgg according to Eq. 151. The results are presented in Table 17
along with the theoretical predictions.

Resonant Excitation strengths Qg of the (15252p?)3D and (152s2p*)' D RTE states,
produced in collisions of 3.70 MeV B2?* + H, are also given in Table 17. The data were
obtained after fitting with Gaussians the peaks shown in Fig. 72. In Table 18, all the
experimentally obtained RTE SDCS and 2zr data are summarized.

Table 17: Resonance Excitation strengths 2z along with the the corresponding Auger
energies Er and the Auger decay rates A,. An Auger yield £ = 1 was assumed for all
the transitions.

Intermediate Final Er A, Qre(Th.) Qgge(Exp.)
State State (eV) (x1013/s) (x10718)  (x10°%8)
(eV-cm?)  (eV-cm?)

(1s2p*)?D 1s>  166.5+0.7 8.6 6.39 6.8+0.5
(1s2s2p?)*D  1s%2s  173.6+0.7 3.8+ 0.6
(152s2p*)'D 1525 176.8+1.0 1.0+ 04
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Table 18: Summary of RTEA SDCS and Qgg measred in this work.

Ion Intermediate Final E, SDCS QrE
State State (MeV) (x1072% cm?/sr) (x107'® eV-cm?)
B (2)'D 18 3.70 3.5 + 1.0
4.09 5.3 £ 0.7
2.20 23+£04 7.7+1.6
D.72 1.8 + 0.2
6.50 0.7+ 0.2
7.90 0.27 £+ 0.06
KLM 152 4.09 0.64 £ 0.13
D.72 1.28 £ 0.23
7.92 0.25 £+ 0.06
KLN 152 4.09 0.10 £+ 0.06
D.72 0.55 £ 0.11
7.92 0.11 £ 0.03
F7 (20D 1 2160 1.09 £ 0.1 3.3+0.3
B (1s2p)°D  1* 411 40 £ 0.3
5.71 0.81 £ 0.13 6.8£0.5
7.79 0.11 £ 0.01
B2t (1s2s2p?)®D  1s%2s  3.70 2.31 £ 0.36 3.8+ 0.6
B?T  (1s2s2p?)'D  1s%2s  3.70 0.60 = 0.25 1.0+ 04

173



10.5 Conclusions

In summary, the experimental data of the Auger spectra of the collision system 4-8
MeV BG=4+ 4 H, were used to obtain the first measurements on the SDCS of the
boron (2p?)!' D and (1s2p?)?>D RTE states, which Auger decay to the 1s and 1s? ground
states, respectively. TA - RTEA calculations, utilizing Auger rate calculations from the
COWAN code are seen to be in good agreement with the measurements, especially
for the (1s2p*)?D state. This indicates the validity of the Impulse Approximation for
the RTE process in this collision system. Also, it indicates that the competing NTE
process is negligible at the reported impact energies.

TA - RTEA calculations on the (2p?)' D RTE state, including also interference with
binary encounter electrons showed that for zero-degree measurements the interference
effects for this state are very small and could be neglected.

First measurements on the SDCS of the boron KLM and KLN lines, corresponding
to the 2(3!' and 214]' manifolds, respectively, which Auger decay to the 1s? ground
state, were also obtained from the collision system 4-8 MeV B*f 4+ H,. The results
showed also a resonance structure, similarly as for the (2p?)'D state, indicating that
the 2131" and 2[4l states are also RTE states.

Absolute SDCS data for the F™"[(2p*)! D] RTE state formed in collisions of 21.6
MeV F8 + H,, along with the B3*[(152s2p?)>D] and B*[(1s252p®)' D] RTE states
formed in collisions of 3.70 MeV B2?* + H, were also reported. IA - RTEA theory is
in very good agreement with the F™*[(2p?)' D] data.

Finally, the Resonant Excitation strengths {2zp were obtained for each of the above
cases.
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11 Summary and conclusions

The basic purpose of this work was to describe in detail the implementation of a high ef-
ficiency hemispherical spectrograph using 2D-PSD into the ZAPS technique, making in
this way the method even more applicable as a standard investigation tool, and to uti-
lize its high efficiency to provide new measurements with weak intensity beams and/or
low cross section processes. A secondary task was the investigation of the spectrograph
focusing and dispersive properties independently of the experimental technique, due
to the novel non-conventional paracentric entry of the HDA in combination with the
2D-PSD and the focusing/decelerating lens system in use. The results were already
discussed in detail at the end of each chapter. Here, the most important conclusions
as also some future prospects are summarized as follows:

e Implementation of a novel highly efficient hemispherical spectrograph into ZAPS,
utilizing a large hemispherical analyser, a 2D-PSD and a focusing/decelerating
lens system. The potential feature of the spectrograph is the huge gain in spec-
tra acquisition time which allows for including low intensity beams in ion-atom
collision studies as well as low cross section processes. An efficiency factor of
about 300-1000 compared to the KSU tandem PPA slit spectrometer has been
established for low intensity beams. It is the first time that a single-stage spec-
trograph with PSD is successfully utilized in ZAPS. The implementation of the
spectrograph is expected to make the ZAPS method even more applicable as a
standard investigation tool.

e A novel feature of the hemispherical spectrograph is its paracentric entry, i.e.,
an entry radius Ry smaller than the conventional central entry at mean radius
R = (R, + Ry)/2, where R, and R, are the inner and outer radii of the analyser,
respectively. It has been explicitly shown in this work that the paracentric entry

improves the analyser focusing properties.

e The problem of the electron trajectories followed inside the ideal electrostatic
potential 1/r of a hemispherical deflector analyser was solved for the first time
for the most general case of arbitrary charged particle entry R, and arbitrary
entry potential V(Ry) = Vy. The HDA focusing and dispersive properties were
also studied in detail.

e Study of the BEe peak enhancement factors for the collision system B® 9+ 4+ H,,
at impact energies of 0.4-1.2 MeV/u. These results are primarily used for the
in situ calibration of the electron detection efficiency. The very good agreement
of the Impulse Approximation Elastic Scattering Model calculations with the
experimental data verified, in addition, the argument that the 0° BEe DDCS
production from fast collisions of partially stripped ions with light targets (Hs,
He) can be described within the impulse approximation, as the elastic scatter-
ing of quasi-free electrons in the static screened field of the projectile nucleus,
including also electron exchange effects.
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First systematic measurements on the Bt (q = 1,2,3) spectroscopy, obtained
from collisions of 4-8 MeV B®~47 ions with H, targets. The implementation of
the high efficiency hemispherical spectrograph at the JRML facilities, allowed for
including boron ions in state-selective ion—-atom collision studies, as the boron
ion beam is one of the lower intensity beams available by tandem Van de Graff
accelerators in general.

First time observation of the (2s2p?)?D and (252p?)2D lines, showed the forma-
tion of Li-like B2t triply excited states in a single ion—atom collision.

Determination of the metastable (1s25)*S component of the B*" beam. This
result is of potential importance for the determination of absolute cross sections
in ion—atom collisions involving the B*' ions. In addition, the metastable beam
fraction study, triggered the interest on the detailed understanding of the pro-
duction mechanisms in the stripping processes involving gas or foil targets. Also,
production of almost pure ground state He-like B>"(1s?) beam was accomplished
by gas-stripping in the accelerator at low energies.

First measurements on the SDCS of the B*"(2p?)'D and B3**(1s2p*)'D RTE
states. A - RTEA calculations are seen to be in good agreement with the mea-
surements, indicating the validity of the Impulse Approximation for this colli-
sional system at the reported impact energies. Also, the competing NTE process
is seen to be negligible.

Future Prospects

Replacement of the RAE CAMAC-based data acquisition system with a PC-
based control system for increased portability of the ZAPS setup.

Implementation of a fast (1IMHz) readout Delay Line Anode detector for elimi-
nating count rate limitations of the data acquisition system due to dead time.

Possibility of developing a two stage hemispherical spectrograph. The main rea-
son is that, despite the very nice results obtained for KLn Auger electrons, any
attempt to measure lower energy projectile LMM Auger electrons was not suc-
cessful due to the very high background signal, resulting from the cusp electrons
hitting inside the spectrograph producing a background, which dominated the
spectra, especially when operated in deceleration mode.

Study of basic ion-atom collision processes such as RTE, NTE, TE, eeE, etc.,
utilizing energetic highly charged but weak intensity beams of higher Z ions
(Si, Mn), available from the JRML tandem Van de Graaff — Linear Accelerator
facilities.

Utilize Li vapor targets as also Li vapor laser-excited targets with much narrower
Compton profiles to probe the BEe and RTE processes.
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APPENDIX

A Kinematic Broadening
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Figure 79: Second order broadening coefficient AB® as function of the Auger electron
energy € for @ = 0° and 0 = 0° (Eq. 22). The spectrometer full acceptance angle is
AH=0.868°.
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B Ion Beam Production and Manipulation

Singly-charged negative ions are produced by the sputter ion source. These ions are
extracted from the source at the energy of about 70 keV and are mass-analysed by a 20°
analysing magnet. Then they are injected into the tandem Van de Graaff accelerator
to be accelerated at the terminal voltage, +V. For the KSU tandem V,,,, ~ 7TMYV.
The accelerated negative ions reach the tandem tank half way, where the maximum
positive terminal voltage, +V, occurs, where they collide with a thin carbon foil or a
low density gas (usually Ny). Negative ions are stripped from their electrons and the
positive ions produced by the collision are furthermore accelerated to the end of the
tandem tank. Thus, the final energy gain for a ion of initial and final mass m; and my,
respectively, and final charge q is E = (q + my/m;)V. Usually m;=m, (i.e. F9" ions
are obtained from F~) and then the energy gain is E = (q + 1) V. Energy is measured
in MeV when the terminal voltage is measured in MV.

The stripping process inside the accelerator produces a distribution of charge states
at different intensities and energies. In an experiment the beam charge-state and energy
are pre-determined so the final goal is to get the desired ion beam at the highest
intensity — at least for the experiments that this dissertation is involved with.

The charge g-distribution of the foil-stripping process can be estimated using Mar-
rion and Young [252] nuclear reaction analysis table. Though in JRM laboratory, a
very useful program for computing the g-distribution of the stripping process of both
foil-stripping and gas-stripping was available and used most of the times. The program
called TANDEM 22 could predict within the order of magnitude the expected current
of all charge states.

The charge-state selection is obtained in the first 45° analysing magnet (see Fig.
10). The magnet was calibrated with an NMR device which is much more accurate
than the meter of the terminal voltage. For this reason, the analysing magnet is set
at the Hall Probe Voltage value (HPV) determined by the NMR frequency and the
terminal voltage is tuned in order to maximize the beam current in the meter (Faraday
Cup) after the analysing magnet. A feed back system in the terminal voltage, using
the difference of the beam current measured at a pair of slits placed in between the
two 45° analysing magnets, automatically adjusts the beam energy to the one set by
the magnet. Therefore the beam energy along with the beam current are kept constant
through the measurement. A energy uncertainty of AE/E = 7 x 10~* is characteristic
for the J. R. M. tandem Van de Graaff accelerator.

After the first 45° analysing magnet the ion beam is transfered through a second
45° magnet in order to enter the Linear Accelerator (LINAC). The LINAC can be used
to further accelerate or decelerate the ions. In the experiments presented in this dis-
sertation the LINAC was not used but rather treated, during the beam transportation,
as a common beam pipe. After the LINAC the beam is bent through a 90° magnet to
the direction of the beamline in use. It passes at 0° from the first switching magnet

32The TANDEM and the CHARGE codes were based on semi empirical laws obtained from exper-
imental data tables
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and then bent at 15° left with respect to the beam direction, by the second switching
magnet to the experimental setup.

The ion beam transportation requires the control of magnets, magnetic and elec-
trostatic deflectors, focusing lenses, valves, Faraday cups and Beam Profile Monitors.
It should be noted that the operation of the tandem accelerator and the transportation
of the ion beam to the target region are done by the experimenters in the main control
room.

In case that the beam current of a charge state q is predicted to be too low for
the experimental requirements by the TANDEM program (i.e. less than ~50nA for
the tandem spectrometer or less than ~1nA for the hemispherical spectrograph), a
technique called post-stripping is applied. In this technique a lower charge state, where
the beam is more intense, is selected from the first 45° analysing magnet. The lower
charge state is further stripped away (post-stripped) on a thin carbon foil (10x g/cm?)
which is placed, via a movable rod, perpendicular to the ion beam direction. Such
movable rods exist in the regions between the two 45° magnets and before the LINAC
analysing magnet. The new charge distribution has a maximum current at higher g-
values resulting in more intense beams for higher charge states. The desired charge
state for the experiment is then selected from the LINAC analysing magnet and is
driven up to the experimental region.

In the J.R.M. laboratory, a program called CHARGE was available for calculating
the charge distribution resulting from the collisions of an ion beam of charge q and
kinetic energy E, with a thin carbon foil. Therefore, combination of the TANDEM
and CHARGE codes could provide the information on the final post-stripped charge
distributions for all the initial charge states. Although the absolute current values were
not reproduced in reality, the relative current values of the beams of different charge
states were quite reliable and were very helpful both in the beam transport and the
planning of the experiment.
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Table 19: Table of measured B?" electrical currents at the target.

q E, (MeV) 1 (nA) Stripping Process

4 4 0.07 foil post stripping
6 0.2 foil post stripping
8 3 foil post stripping
3 4 2 foil post stripping
0.5 terminal gas stripping
6 3 foil post stripping
8 4 terminal gas stripping
2 4 0.5 terminal gas stripping
6 3 terminal gas stripping
8 3 terminal gas stripping
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C Vacuum considerations

The mass rate of flow through a vacuum system is proportional to the throughput,
defined as: [91]
R=PS (163)

where P and S are the pressure and the pumping speed, respectively, measured at the
same point. The throughput of a vacuum system with one gas source is the same
at every point. It can be shown [91], that the throughput of a tube depends on the
pressure drop P; — P, across the tube and the conductance C' of the tube as:

Q=(P—P)C (164)

Considering a vacuum system with a one gas source at pressure P, = P (i.e. the
gas-cell’s pressure in the real experiment) and a point x for measuring the pressure
(i.e. the ion gauge location), Eq. 164 can be written as:

Q=PC (165)

since P, >> P, (P; is usually a few mTorr, while P, is less than 1 gTorr). Therefore
the pressure at the point x can be written according to Egs. 163 and 165 as:

Q _cp

P(z) = S~ 50 (166)

The master equation that relates the effective pumping speed S(x) of the vacuum
system measured at a point x, to the pump’s (constant) pumping speed S, and the
conductance C(x) of the tube manifold from the gas source to the measurement point
x, is described by:

S(z) = —22— (167)

The conductance of a tube manifold depends on geometrical parameters but also on
the gas under pumping. In other words, for the same tube manifold, the conductance
depends solely on the pumped gas. It is known that the conductance of Hy is higher
than the conductance of He, i.e. Cy, > Cp,, since the conductance is proportional to
the mean molecular velocity. [253] Then form Eq. 167 it is straightforward to see that
the effective pumping speed of H, is higher than the effective pumping speed of He, i.e.
S, (z) > Sye(x). This result may be erroneously interpreted as for predicting that
the pressure at the point z is lower for Hy than for He. Eq. 166 indicates that for the
same gas source pressure (i.e. the same gas-cell pressure) the throughput is different
depending on the different gas conductance. Taking the ratio of the pressure measured
at the point = for Hy and He, Py, (z) and Py.(x) respectively, and using the Eqs. 166
and 167, it is obtained:
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Therefore, since Cy, > Cye = Pu, > Ppe.

For example, at 300°K, Cy, = 46.04 1t/(s cm?) and Cp, = 32.55 1t /(s cm?) and the
measured pressure for hydrogen would be twice the measured pressure for helium.
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D Electronics Calibration

Calibrating the electronics means that all the four signal lines starting from the PSD
up to the ADC should give rise to pulses with the same height for the same input
signal. In other words, all lines should result in the same number (channel) in the
pulse height distribution for the same input signal. Any deviation from the previous
statement leads to deformation of the correct PSD circular image (see Fig. 18(f)) and
therefore in erroneous results.

The first step of the calibration is to use the oscilloscope for adjusting the amplifi-
cation for every one of the four signals, so that the height of the positive peak of each
pulse is the same for the same input signal. Usually the preamplifiers have an input
called “test” in order to apply an input signal there and proceed to the calibration.
However, in order to simulate as much as possible the experimental conditions, it is
preferable to use a capacitor to feed the signal exactly from the entrance of the pream-
plifier. The second step in the calibration is a method of fine tuning after the previous
rough calibration using the oscilloscope. The electronic diagram for this method is
shown in Fig. 81. The values that are written in the diagram for the positive pulse
height (H), the rise time (T, ), the fall time (T;) and the total pulse time duration (T)
are typical of an ordinary amplifier calibration. Typical signal frequencies that were
used are of the order of 1 kHz.

A 1pF capacitor was used along with input signals of the order of 100mV, the height
of which could be varied in a known way through a signal attenuator. For each line
the height was varied and the channel at the pulse height distribution was recorded. In
this way a linear relation of the form V; = a; + b; X channel, between the input voltage
height V' and the channel was obtained for each line 4, (i =1 - 4).

The constant a; terms were used as offsets in the part of the software responsible
for the pulse height distribution, but they were neglected since their absolute values
depend on the real experimental input voltage height. The information of the four
b; factors on the other hand is the main reason of the calibration. Choosing one of
them as the relative unit (i.e. by=1) and dividing the rest of b;’s (i # 2) by this,
the gain factors used in the data acquisition program for the pulse height distribution
were obtained. If the first step of the calibration is done with enough care, the second
step is an optimization in the gain factors which does not amount to more than a 2%
correction.

After the electronics were calibrated the shape of the PSD area should be circular
if plotted in equidistant x and y axes. An accurate way to determine the center of the
PSD circular area is to rotate it (using software) and check any possible changes in the
values of the pre-recorded (x,y) center. If this is so, then repeating the same process,
after small changes in the amplification factors, leads to an accurate determination
of the center of the PSD circular area. Finally, the PSD image may need an overall
rotation (for example to make it coincide with possible preferred experimental axis or
to project along a special axis). This is also done via software programming.
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Figure 81: Electronics Calibration Diagram. Notation as in Fig. 17, except A: Ampli-
fier.
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E The paracentric HDA: 1. Ideal 1/r potential -
Theory

E.1 Energy conservation across potential boundary

The region outside the analyser (Fig. 82 region I) is supposed to be at constant
potential (free motion), while the region inside the analyser (Fig. 82 region II) to be at
a potential given by Eq.28. In other words, the fringing field effects have been assumed
to be negligible. Thus, the potential is seen to have a sharp step going across the
boundary of the two regions. This can is represented mathematically by a potential
with step at § = 0: [85]

Vi(r,0) =V (r)u(@) + V,u(—0) (169)

with V(r) given by Eq. 28 and

(170)

u(g):{o for —m1<6<0 Region I

1 for T>0>0 Region 11

Next, it is shown that energy is conserved across the potential boundary by direct
calculation of the work along an arbitrary closed path abcdefa (see Fig. 82) made up
of two arcs of constant radius (r; and r3) and two straight sections along the radial
directions of constant 6 (§ = +6,). The sharp boundary separating region I and IT is
at @ = 0. Since the force in region I is zero the work along path abed must also be zero.
Thus, the work along the path defa needs to be calculated:

e f a
Wdefa:/d + /[ +/f F . ds (171)
We = / Fyr,df (172)
- —q/ —Vrede (173)
0o
- —q[V(rl)—Vp]/O 5(6)do (174)
= —qV(r) (175)
similarly
Wi = qf/(rg) (176)
and finally
f
Wef - Frdr (177)
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Figure 82: Integration path (bold line) abcde fa used to show energy conservation across
the potential step at y = 0 (see text). The total work performed to go around the
closed path abcdefa is zero. In Region I the potential is constant, while in Region 11
it is given by V(r) of the analyser.

o[ v 179
= —gq : %V(r)dr (179)
= —q[V(r)) = V(r1)] = —q[V(rs) = V(r1)] (180)

which when added up give Wipcgera = 0, i.e. the work along the closed path abcdefa is
zero. Any closed path joining regions I and II can always be represented by integrals of
this type which cancel out. Thus, total energy is conserved even across the boundary.

In the region I (outside the analyser), the particle has a total energy T, equal to
its kinetic energy ¢t = %m v? plus the potential energy ¢V, due to the decelerating
potential V,,, while inside the analyser it has a total energy equal to the sum of its
kinetic and potential energies, K and ¢ V. The conservation of energy on either side
of the boundary gives:

Total energy outside analyser = Total energy in % field in analyser
1
T=t+qV, = K(r)+4¢V(r)= §mv2 + qV (r) )
1 ., 1117 k (44)
= M e TG racral =
= E'+qc+qV, (181)
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and thus,
E'=t—qge=T —qc—qV, (182)

where E' is the total energy inside the analyser found to be conserved in Eq. 44.

E.2 Particle refraction across potential boundary

In region I the potential is constant and the particle thus feels zero force, its velocity
remains constant and therefore so does its angular momentum L*.3* In region II,
the force is central and therefore the angular momentum L must also be conserved.
However, due to the finite step potential at the boundary the two angular momenta
are in general not equal. This follows directly from the integration of motion in the 6
direction in the plane of the orbit. [85]

Using the Lagrangian along with the potential V'(r,#) which has already been de-
fined in Eq. 169, the equation of motion in the orbital plane for the 6 coordinate is
given by:

%(mﬁé):% = —qV(r)6(0) =
%(LQ) — 9 LqT(r)s(0) =
9%@2) — amriqV(r)(0) =
%(LQ) = —2mr’qV(r)s(h) (183)

which can be directly integrated across the boundary # = 0 along a path of constant
r = 1o to yield: [85]

L?— L = —2mriqV(r) (184)
At the entry radius r = rg the angular momenta must clearly be given by:
L* = mrov} sin(g +a*) =rogv2mt cosa* (185)
and
L = mryug sin(g + ) (&) To \/2 m [t —qV(ro)] cosa (186)

where vg, v§ and «, o* are the entry velocities and angles inside (region IT) and outside
(region I) of the analyser.

Using Eqgs. 184 and 185 the angular momentum L can be expressed in terms of the
entry angle o* (instead of o) and the potential V(ry).

(187)

~ 7
L* = 2m7? [t cos*a* — gV (ry)] = L*? ll _ M]

t cos? a*

33The symbol « is reserved for marking quantities inside region I of potential V,, to distinguish from
quantities inside region II of potential V(r)
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2 1

Defining K = %mv =:cm

energy AK*, when crossing the boundary at ry can be written as:

AK*=K — K* = —qV (o)

Combining Eqs. 184-188 it is straightforward to show that: [85]

Refracted angle a (x 10 2 radians)

10

vsinae = v*sina”
or
v, = v
and
vg _ 032 _ 2q ‘7;(7”0)

2m (v24v;) and t = K* = £ mv*? the change in the kinetic

(188)

(189)

(190)

(191)
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Figure 83: Relation between the entry angle a* prior to refraction (angle of incidence)
and angle o after refraction (angle of refraction) for two cases: (a) v = 1 (V5 = 0),
Ry = R (conventional case), (b) v = 1.5 (Vy = 0.5w, Ry = 0.8125R (paracentric entry
used in this thesis). In both cases ¢ = —1 (electrons), t = w = 1000 eV, 1y = Ry and
R. = R. Clearly, the effect of refraction is non-negligible for paracentric entry and

Vo #0 (y#1).
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From Eq. 190 it is seen that the radial velocity, v, = 7, is continuous across the
boundary [67], as opposed to the angular velocity, vy = rf = # which is not. Eq. 189
is thus seen to be the charged-particle analog of Snell’s law of refraction in optics. [91]

The relations between « and o* are summarized as follows: [85]

) sin a*
sina = ————— (192)

qV(ro)

cosa = | —testal coq0* (193)
1 — qV(ro)
1
tan o*
tana = —— (194)
1 — qV(ro)
t cos? a*

Note that when V(ry) = 0, for that entry position, @ = a*. The relation between
o* and « is shown for in Fig. 83 for the case of paracentric entry with v = 1.5 and for
conventional entry with v = 1. In both cases rq = Rj.

E.3 General form of the elliptical trajectory

Using Eqs. 42, 185, 187 and 194 the trajectory equation (56) is written in terms of
the entry point rq, the entry angle o and the initial kinetic energy t (reduced by the
retarding potential V,):

ro _ qk (1 —cosf) tan o* sin

+ cos ) — ————— (195)

= = =
To 2t7"0 (1 _ u;())*) COS2 a* 1 . qV(To)
t cos® o 7 cosZ ar

Eq. 195 may also be expressed in terms of the applied potential constants k£ and
¢ appearing in Eq. 28. The applied potential is determined in a straightforward way
through the central ray. Thus, replacing the values of ro = Ry, rg = R, 0 =7, a = 0,
t = w into Eq. 195 and using the potential equation (28) at r = Ry, the trajectory
equation becomes:

Bo _ ak (196)
RT( RU(w_qC)+qk
Also from the definition of v (Eq.33)
~ ~ k
aVo=qV(R) =~ +qc=(1-7u (197)
0

Eqgs. 196 and 197 are solved, introducing also the parameter & defined in Eq. 34,
yielding for the constants £ and ¢: [85]

ok = wag(lJr%):ng(lJr@% (198)
R
ge = w(1+7R—:):w(1+%) (199)
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q Vi can also be expressed in terms of the parameters v, € and the tuning energy w as

qf/(rg):—%+qc:w <1+7E—(%+1)%’D (200)

Replacing ¢k, qc and qf/(ro) from the Eqgs. 198, 199 and 200, respectively into Eq.
195 and using the definition for 7 = ¢/w introduced in Eq. 32, the final trajectory
equation in terms of the parameters 7, &, the reduced tuning energy 7 and the entry
angle o* is obtained: 3*

19 R 1+ ¢ 1 - cosf fan o*
To _ 1705 ( 1 iz 1 ( EOS*)+COSH— ana’ g
re 2T 7o | Wlpatyl] costa \/1 Ly IR0 (14 1)
T cos? a* T 7costar

(202)

E.4 HDA dispersion

For a fixed energy 7 the dispersion increases with increasing £ and decreases for in-
creasing v. Changes in & and v imply electrostatic field changes, which do not affect
the initial charged particle kinetic energy but change - through the field changes - the
conserved energy E' (Eq. 182), i.e. the sum of the kinetic and the potential energy
inside the analyser, a quantity which characterizes the orbit type and size. In order
to understand how these changes affect the dispersion, the dependence of the particle
elliptical trajectory semi-major axis on v and £ will be studied. The semi-major axis
value involves changes in both the field strength and the conserved energy E’. For this
reason the problem is simplified by applying the initial conditions a = 0 and ry = Ry.
Then substituting Eqs. 182,198,199 and 32 into Eq. 46 the semi-major axis can be
written as:

gk (148 (R
R T R <2> (208)

The numerator refers to the changes of the field while the denominator to the changes in
the conserved energy E’. The dependence of a on parameters £ and v will be examined
separately by keeping one of the two variables at the constant value of 1, which refers

34This may be compared to the trajectory equation written in terms of a:

ro _ 17 R (1+%) (1 — cosb)

re 2T To L 1y =204 1)]]  cos?a

+ cosf — tanasin g (201)

=
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to the conventional HDAs. Eq. 203 is then gives:

a(§=1) = _2r @) (204)

v+ 1-7
1+¢ R
ay=1)=r—>— (% (205)
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Figure 84: Plot of the semi-major axis as a function of v (Eq. 205)[Left] and as a
function of £ (Eq. 204)[Right] for reduced pass-energies 7 = 0.95, 7 =1 and 7 = 1.05

In Fig. 84(Left) the semi-major axis is plotted as a function of vy (Eq. 204) for
reduced pass energies 7 = 0.95, 7 = 1 and 7 = 1.05. It is seen that, as - increases, the
two semi major axis of 7 = 0.95 and 7 = 1.05 converge equally around the value of 2R,
i.e. the value of the central ray (£ = 1,7 = 1). The result of the above example for the
two pass energies can be generalized to the case where the two pass energies actually
differ by a small amount of At around the mean value ¢y (ty # w). Then it becomes
obvious that the density of energies in the same spatial region increases. Therefore
according to the dispersion definition (Eq. 86) the dispersion must decrease. A further
insight into the problem shows that the increase in v, starting at the initial value of
1, actually leads to an increase in field strength gk by a factor of v (Eq. 198), a fact
which in turn leads to an increase in the absolute value of energy E by the quantity of
w(y—1) (Egs. 182,199). Note that the the equipotential surfaces change in such a way
that the field becomes more intense at the same region. The ratio of the two changes
actually defines the new semi-major axis of the elliptical orbit and therefore the new
exit point.
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The interpretation of the dispersion dependence on £ is obtained in the same way
as in the case of 7. In Fig. 84(Right) the the semi-major axis is plotted as a function of
¢ (Eq. 205) for the cases of reduced pass energies of 7 = 0.95 and 7 = 1.05. It is seen
that, as £ increases, the two semi-major axis of 7 = 0.95 and 7 = 1.05 diverge. It is
easy to understand that the density of energies in the same spatial region in this case
decreases, and according to the dispersion definition (Eq. 86) dispersion increases. As
in the case of 7, the increase in ¢ actually led to a decrease *° in field strength gk by
the quantity 2 — ((1 + £)/€%)R, a fact which in turn led to a decrease in the absolute
value of energy E’ by the quantity of w/£. Note that the equipotential surfaces change
so that the field becomes less intense at the same region, but the entrance point is now
moved to regions of more intense field. The ratio of the two changes again defines the
new semi-major axis of the elliptical orbit and therefore the new exit point.

E.5 HDA resolution

A mean overall base-resolution %, can be defined through Eq. 94 (case of 7 = 1),
introducing also the mean dispersion D = D(1 = 1), as:

— (%|ML|do —f—ATﬂ—) 1 dLE 2
= o 1 o _ _ 2
B (%|ML|do+AT7r) vy 1 dig
- (1+ &R, <F> Z(MLJ) (207)

In Fig. 85 the mean overall base-resolution R, as a function of A, for different F
values is plotted. It is seen that for each deceleration factor F there is an optimum linear
magnification factor My that minimizes the energy resolution. As the deceleration
factor F' increases, the value of |Mp|, for which the resolution is minimized, slowly
increases. In order to obtain the optimal value of | M| for which the energy resolution
in Eq. 206 is minimized, the first derivative of &, is set to zero.

ORy
0| M|

=0 (208)

After some algebra, the optimum M, value is found.

Myl = [(%TE)Q (2) r

In the spectrograph mode (fixed voltages) the optimum magnification | M| can
only be defined for the mean dispersion D. This is because D depends on the initial
kinetic energy of the charged particles under detection, while D depends on the tuning

1
3

(209)

35Tt should be kept in mind that the entrance point Ry displacement (¢ # 1) is done while main-
taining v =1 i.e. V(Rg) =0V
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energy of the spectrograph. |Mj| is set through the voltages applied to the lens,
which are kept constant for a measurement of the spectrum part that corresponds on
the PSD area, and therefore should not depend on the initial kinetic energy of the
charged particle but on the tuning energy of the spectrograph. A plot of the optimum
linear magnification factor as a function of the deceleration factor F can be seen in
Fig. 87(left). For the paracentric analyser under study: |Myp| = 0.24 F3.
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Figure 85: Mean overall base-resolution %, = AT /T plotted as a function of the lens
linear magnification |Ay| for different deceleration factors F.

Upon substituting | M| back into Eq. 94 the overall optimum (minimized) base-

resolution reads
N1 (dydpg\?
o WLE
(?) +Z<1DF> (210

1 (D F )g dodrE
opt — T~ A T °
?Rb pt D Te + 5 I
Substituting | M| back into Eq. 206 or replacing D with D and ¢/T with 1/F in
Eq. 210, the mean overall optimum (minimized) base-resolution reads

w253 () [(5) ()]
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In Fig. 86(left) the optimum overall base resolution is plotted as a function of
the reduced pass energy 7 for different deceleration factors, while in Fig. 86(right) a
plot of the mean overall base resolution as a function of the deceleration factor I is
shown for the cases of |Mp| = 1,|Mr| = 0.5,|M| = 0.75 and |ML| = |[Mpep| A
comparison between these three cases, indicates the importance of achieving initially
small magnifications |M| for no deceleration F' = 1. In other words, the energy
resolution should be minimized by a good lens focusing system, prior to applying
deceleration.
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Figure 86: [Left] Plot of the optimum overall base-resolution as a function of the
reduced pass-energy 7 for different deceleration factors. [Right] Plot of the mean overall
base-resolution as a function of the deceleration factor for |Mp| = 1, |Mg| = 0.5,
| M| = 0.75 and |Mp| = |Mpepn| = 0.24 F3. The importance of achieving small values
of magnification factors |Mp| at small values of deceleration the factor F' is obvious.

It is seen from Eq. 210 that the angular aberration term in the optimum overall
base-resolution Ry, does depend on the deceleration factor F, through the optimal
magnification factor |Mp,,| dependence on F (Eq. 209) - a fact that was not obvious
in Eq. 94. This indicates that the energy resolution may keep improving with increasing
F (see Fig. 86). However, when the image size d; becomes larger than the analyser
entrance aperture dsg, electron transmission losses through the lens begin to occur,
thus putting a limit to the maximum useful value of M, and therefore to the minimum
possible resolution.
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Figure 87: [Left] Plot of the image distance d; (left y-axis) and the lens optimal linear
magnification factor | M.y | (right y-axis) as a function of the deceleration factor F' for
the cases of object distances | = 264mm and | = 40mm. [Right] Same as (left) but for
the mean overall base-resolution.

This can be clearly seen in Fig. 87(left) where the image distance occupied at the
entrance of the HDA (left y-axis) is plotted as a function of the deceleration factor F.
It can also be seen that the distance between the target (object) and the lens entrance
[ plays a crucial role on the resolution value, since it defines the object half angle a.
Thus for the experimental value of [ = 264mm the optimum (M = |Mp,,|) image
diameter d; is smaller than the analyser entrance d g = 6mm for a very wide range of
deceleration factors, setting practically no limit on the energy resolution. Though for
a hypothetical position very close to the lens [ = 40mm, the optimum image diameter
becomes larger than the analyser entrance d g at F' = 20 setting a lower limit in the
resolution with 10% transmission. The resolution dependence on the distance [ is more
clearly seen in Fig. 87 (right) where, the mean overall base-resolution is plotted as a
function of the deceleration factor F'.

An important feature in designing a spectrograph in general, is the contribution of
the angular term to the energy resolution (Eq. 95). An estimate of this quantity can
be obtained by defining the ratio x of the angular term to the dispersion term for the
average base-resolution.

2 2D 1/drg \2
=2 - __ ¢ — 1(37) — (212)
Ry  Arg+Arg  (Myldotar,) Al+5(1-7)2
(1+&)Rx (T+F-1)
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In literature a x.; = 0.25 is a value accepted as adequate for any type of spectrom-
eter using slits while operating in low-resolution mode (no deceleration applied). [254]
In Fig. 88(left) the average ratio X = x(7 = 1) is plotted as a function of the de-
celeration factor F at different magnifications |M|. As can be clearly seen, in cases
where the spectrograph utilizes a lens focusing system, the resolution is not necessarily
minimized by minimizing just the angular term but rather by minimizing the sum of
the angular and dispersion terms (see also Fig. 86(right)), since the dispersion and an-
gular terms are no longer independent, but related through their dependence on |Mj|.
For |Mp| = |Mpopl|, X is kept at an almost constant value (~ 0.35) for deceleration
factors F' up to 50, as seen in Fig. 88(left). This means that the angular aberration
contribution to the resolution is not a limiting factor.?¢ Therefore |My| = | M| can
be introduced as new criterion for designing spectrographs with lens focusing elements.
From Fig .86(right) it is seen that at small deceleration factors (F' < 10) the criterion
is very important, since the mean overall base-resolution can be improved even by a
factor of 2.
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Figure 88: [Left] Average ratio ¥ = x(7 = 1) (Eq. 211) for different magnifications
|My|, as a function of the deceleration factor F. [Right] Ratio X,y of the angular
contribution to the dispersion term of the energy resolution (Eq. 94) for the optimal
magnification factor, as a function of the reduced energy 7.

36Qperating the spectrograph with deceleration factors F > 20 implies far more important problems
than the angular aberration contribution to the resolution, like the power supplies output accuracy.
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Finally, in Fig. 88(right) xopt = X(|M1| = | Mpep]) is plotted as a function of 7 for
various values of F'. X, (X in general) increases with increasing 7 due to the increase
of the dispersion D.

A very interesting feature of the HDA is the the energy resolution dependence over
the dispersion axis on the PSD surface. The study took place both experimentally
and by SIMION simulation. The lens voltages used in the experiment were determined
according to §6.2.2. A similar study took place also for SIMION in order to get the
focusing lens voltages. (The study was performed for £ = 1.23 and v = 1.5). The results
are shown in Fig. 89 where the overall base resolution R, is plotted as a function of 7.
Qualitative agreement between SIMION and experiment seems to be good. SIMION
results were scaled by a factor of 0.54. In the same figure, theoretical results for
different magnification factors are plotted in order to have an estimation of the value
of this quantity as the experimental value of M;, can only be indirectly inferred from
the width of the image on the PSD (see §6.2).

LUNNL B B R NN B B B B I BN B B B N B B R

18 |- -
[ . F=1
1.6 —— Theory T
i —e— Experiment
—O— SIMION (x0.54)

Overall Base-Resolution & (%)

T

Figure 89: Overall base-resolution R, = % as a function of the reduced pass-energy 7.

Comparison between theory (ideal 1/r potential), SIMION simulation and experiment.
Deceleration factor was set to unity (F=1).
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F SIMION3D basics

The first step in treating a problem in SIMION is to define the geometry of the 3-
dimensional space where all the different elements will be confined. It is not necessary to
define the space where the fields are zero. SIMION discretizes the space, transforming it
to a 3-dimensional grid, and calculates the potential at each grid point of the volume, for
every element, using a relaxation method. [93] The relaxation method, which actually
approximates the Laplace Equation solutions, uses the 6 nearest neighbor points in
the 3-dimensional space, to obtain the average new estimates for each point (except
electrode points). For example, the average potential value of the grid point Py, is
estimated from its 6 nearest neighbor points P; (i = 1..6) as Pojew = (P + Py + P3 +
Py + Ps + P5)/6. After certain amount of iterations the desired accuracy is obtained.

The solutions are stored in different files for each element. The final Laplace solution
of the defined volume is obtained by linearly combining all the single element solutions
multiplied by the potential value required for each element. The result is stored in
another file in RAM. The accessibility of the Laplace solution in RAM memory has
the advantage of obtaining the ion trajectories and in general any information relative
to the ion flying conditions, in a very short time. Since each point of the volume
requires 10 bytes of memory, it becomes clear that SIMION uses a lot of RAM memory.
For example, for a volume of 100x100x100 (grid units) 10 MB of RAM memory are
required.

A very important feature is that if there are any symmetries in the setup geometry
(i.e. spherical or cylindrical), then only the part of the setup that can reproduce the
rest of the geometry by a rotation along an axis, need to be constructed. SIMION
calculates the Laplace solution at the undefined part by simply mirroring the solution
of the defined part on it, during the ions flying execution. In this way a lot of RAM
memory space is saved. SIMION is based upon a set of interacting files, the most
important of which are listed, according to their extension names, below:

e .GEM The Geometry files where the electrode geometry is build using the internal
SIMION commands. One can also build easily the electrode geometry using
SIMION interactive environment (modify environment). Though this method is
not recommended for complicated geometries. In either way SIMION compiles
these files and the results can be seen and checked on the screen in a 3-dimensional
picture (modify or view environment).

e .PA The Potential Arrays files. These are the files where the geometry compila-
tion (.PA#), the Laplace solution for each element (.PA1,..., .PA5 for 5 elements)
and the total Laplace solution (.PAO) are stored.

e .IOB The Ilon Optical Bench files where many different geometries (i.e. different
parts of the setup) can be combined into one. The information of the transfor-
mation factor of the grid units to mm or inches, the extension of the volume
to larger areas where the potential is zero and the values of the voltages on the
electrodes, are also stored in this file.
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There is also another set of files less important, where information about flying
conditions of the charged particles is stored. In addition SIMION can be programmed
to run and save information automatically when a large number of ions are needed to
be flown under different conditions.

200



G Classification of He-like doubly excited states

Following Lipsky’s report [171], the doubly excited He-like states are classified accord-
ing to the notation:

2547 (N, na)
where
e 7 is the parity values, e for even and o for odd
e NV is the inner electron principal quantum number

e n is the outer electron principal quantum number

25+1L7r

& is the notation for the lowest energy member of series

« is a,b,c which are obtained according to the following procedure. The obtained
eigenvalues of the Hamiltonian for a given atomic system with L, S and 7 below
N = 2 are ordered by energy. The lowest-lying state is termed a-state. The other
a-states are identified from their quantum defects and from the configurations of
the wavefunctions. When all of the a-states are determined, the lowest remaining
state is assigned to the b-states. The procedure is repeated to the c-series.
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H The Auger selection rules
e j-j coupling: AJ =0,AM; =0, and AIl =0
e LS-coupling: AL=0,AS=0,AM; =0,AM; =0, and AIl =0

where L is the orbital angular momentum, S is the spin, J is the total angular
momentum, M;, My, and Mg are the z-components of .J, L, and S, respectively and II
is the parity (with values e for even and o for odd).

For example, the Auger decay of the He-like doubly excited B** states to the B4*
ground state, i.e.

2L 5 (15)28° + ex(L)

results in the general Auger selection rule:

= (-1)*

Therefore, states such as P¢, D° and F'¢ are not permitted to Auger decay.
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I The boron energy level diagram
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J Laboratory frame B? %+ 4+ H, spectra

Laboratory frame low resolution (left graphs) and high resolution (right graphs) ab-
solute DDCS spectra for the collisions of B 9+ ijons with H, targets. Solid lines are
the ESM calculations except in the case of B2t which are the scaled Rutherford calcu-
lations. Dashed lines, wherever present, refer to the polynomial background fit of the
high resolution experimental data. Different data notations (open and filled circles)
refer to different energy slices.
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Laboratory frame data correspond to projectile rest frame data of Fig. 64 (top).
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