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ABSTRACT

The molecular k-shell photoionization process launches an outgoing electron wave orig-

inating at the innermost point of the corresponding molecular potential. This wave can

be used as a deep probe of this potential by analyzing the scattering from it. Gas targets

consisting of molecules of acetylene (C2H2) and ethylene (C2H4) were subjected to x-ray

radiation at energies slightly above the carbon k-shell electron ionization potential. This

photoionization process, followed by Auger decay, leads to the Coulomb explosion of the

resulting molecular ion (C2H
++
2 or C2H

++
4 ). By using the cold-target-recoil-ion-momentum-

spectroscopy (COLTRIMS) technique with a multi-hit-detection capability the recoils of the

reaction were measured in coincidence with the photo-electron. The measured positions and

the times-of-flight were converted into the momenta of the particles on an event-by-event

basis. The momenta of the positively charged recoils defined the orientation of the molecule

before the break up occurred and was used, with the electron momentum, to create the

photo-electron angular distribution in the body-fixed frame of the molecule. One particu-

lar characteristic of the cross sections studied in this work is the debated presence of an

f-wave shape resonance that occurs at photon energies of a few eV above the carbon 1s

electron ionization potential. The ability to measure photo-electron angular distributions in

the body-fixed frame provided information about this resonance not available earlier.

Another novel technique presented in this thesis is a way of timing molecular rearrange-

ments on a 100fs time scale. The strongly peaked photoelectron emission patterns were

used to “start a clock” which was used to measure the subsequent chemical rearrangement.

The photoelectron distribution was used to indicate the alignment of the target molecular

axis at the time of photoionization, and the associated final momentum distribution of the

heavy fragments was used to deduce information about the time scale and pathways for the

fragmentation.
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Chapter 1

Introduction

Quantum mechanical solutions for the energy levels and wave-functions of the hydrogen

atom can be found in analytical form. The situation with the He atom (a two-electron

system) is a little more complicated — its solution already requires certain approximations

and models. The atomic systems corresponding to other elements of the periodic table and

representing many-electron systems are usually described quantitatively by the results of

long numerical calculations based on simplified models. When the subject of research is a

molecular system, the complexity of the problem increases even more. The many degrees

of freedom in molecules and their couplings make it absolutely impossible to describe such

a system exactly, and even qualitative numerical description is not a simple task in this

case. Experiments allowing for comprehensive study of molecular structure are very valu-

able. Without these even the available ab initio calculation techniques cannot be properly

validated.

Photoionization of K-shell electrons is one of the simplest experimental techniques that

provides a means for the investigation of the corresponding potential of the system. When

1



applied to molecules, the resulting dissociation allows for the determination of the molecular

orientation at the time of the photoelectron emission, which is then used to obtain the angular

distribution of these photoelectrons in the frame of the molecule. This body-fixed-frame

angular distribution in turn can provide very detailed information about the corresponding

molecular potential. The specific interference characteristics of these angular distributions

reveal features of the scattering of the photoelectrons in the potential of the molecular ion

left behind and can be used to probe the structure of this potential. This thesis deals with

the k-shell electron photoionization of hydrocarbon molecules (C2H2, C2H4, C2H6).

The experimental setup and the detailed analysis are thoroughly covered in the chapter 2.

One of the major components of the experimental detection system used here is the

COLTRIMS1 multihit/multiparticle spectrometer. The associated 4π solid angle momentum

imaging technique has been first introduced (by the collaboration of atomic physicists from

Kansas State and Frankfurt Universities) about a decade ago and has since been used very

successfully in numerous experiments. The word COLTRIMS today is associated more often

with the particular type of spectrometer rather than with the whole experimental technique.

Over the years it has been modified and improved to allow for the performance of more

sophisticated and complete measurements. Today COLTRIMS is used for measurements

of reaction product parameters of x-rays on gas jet systems, ion beams and lasers on the

optically cooled targets. The use of COLTRIMS in crossed-beam (ion/ion, ion/laser, etc.)

experiments show that the cold target is not a necessary requirement for the application of

1COLd Target Recoil Ion Momentum Spectroscopy.

2



the technique — experimental systems consisting of almost every combination of the above

“targets” and “projectiles” have been successfully studied by means of the corresponding

momentum-imaging approach.

Chapter 3 of this thesis reviews some previous similar experimental and theoretical studies

of molecular structure in the case of CO and N2 k-shell photoionization. The second part of

that chapter is devoted to the major results of the analysis of the hydrocarbon molecules.

A novel approach to the exploration of molecular ion dissociation pathways and their

time durations are covered in the chapter 4. The case studied here is the isomerization of

the dication of acetylene to vinylidene.

A set of appendices offers derivations and details for concepts of the present analysis that

require extra attention.

3



Chapter 2

Experimental Specifics

2.1 Details of the Observed Reactions

The experiment covered in this thesis studies the following atomic reactions. A two-

center molecule is subjected to x-ray radiation at a frequency that corresponds to a photon

energy of 1 to 30eV above the k-shell ionization threshold of one of the molecular centers. The

following k-shell photoionization is a fast process: a 1eV photoelectron leaves the molecule1

on a time scale of 10−16sec. The motion of the nuclei during this time is negligible. Thus

the photoelectron is prompt, and its angular distribution with respect to the axis of the

target molecule is determined before the breakup occurs. About 10fs after the ionization the

molecular ion Auger decays and a second electron is ejected with an energy close to the 1s

electron ionization potential. Lacking two outer shell electrons, the molecule is then likely

to break up and undergo a Coulomb explosion as shown in the following schematics:

1The size of the molecules studied in the experiment can be characterized by the inter-nuclear distance
of the atomic constituents and is on the order of a few a.u. of distance.
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CO + hν(∼ 300eV ) −→ CO+ + e−(∼ 10eV )

|−→ CO2+ + e−(∼ 290eV )

|−→ C+ + O+

C2H2 + hν(∼ 300eV ) −→ C2H
+
2 + e−(∼ 10eV )

|−→ C2H
2+
2 + e−(∼ 290eV )

|−→ CH+ + CH+

C2H4 + hν(∼ 300eV ) −→ C2H
+
4 + e−(∼ 10eV )

|−→ C2H
2+
4 + e−(∼ 290eV )

|−→ CH+
2 + CH+

2

C2H6 + hν(∼ 300eV ) −→ C2H
+
6 + e−(∼ 10eV )

|−→ C2H
2+
6 + e−(∼ 290eV )

|−→ CH+
3 + CH+

3

The molecular break up lasts on the order of 100fsec (to reach 10 times the initial in-

ternuclear distance2.). It can be shown that the explosion of the two ions m1, q1 and m2, q2

can be reduced to the problem of the motion of a single particle of mass µ = m1m2

m1+m2
in the

central force potential given by V (r) = −k
r

= q1q2

4πε0

1
r
, with l equal to the angular momentum

value of the original two-ion system. The resulting trajectory equations, which describe the

motion in the spherical potential (see, for example, equations (3-35), (3-36) of [1]), are

dθ =
ldr

mr2

√
2/m

(
E − V (r)− l2

2mr2

) ⇒ ∆θ =

∫ ∞

r0

dr

r2

√
2mE

l2
− 2mV

l2
− 1

r2

,

2The general form of equation for time calculation is similar to the one for ∆θ and is given by t =∫ r

r0
dr/

√
2/m (E − V − l2/(2mr2))

5



where ~r is the vector separation of the two fragments, described by r and θ.

v1
θ∆m1

m2

The energy of the particle in the field V (r) is given by E = l2

2µr2
0
− k

r0
, where r0 is the

initial internuclear distance. Integration of the equation for ∆θ yields

∆θ = arccos




l2

µkr
− 1√

1 + 2l2

µk2

(
l2

2µr2
0
− k

r0

)




∣∣∣∣∣∣∣∣

r0

∞

(2.1)

The angular momentum of the system about its center of mass is given by

l = lae 6 1

2
r0pae

where pae and lae are the momentum and the angular momentum, respetively, imparted to

the system by the Auger decay. After substituting typical values for all the parameters

(q1 = q2 = 1 a.u, r0 ≈ 2.4 a.u., m1 = m2 ≈ 13 ·1836 a.u.3, pae ≈ 5 a.u. ⇒ µ ≈ 6.5 ·1836 a.u.,

k ≈ −1 a.u., l . 6 a.u.) the result of equation (2.1) gives an upper bound on the experimental

value of ∆θ equal to 0.05 rad or 2.8◦. This small value of the angle justifies the use of

the Axial Recoil Approximation which assumes that the molecule does not rotate during the

Coulomb explosion and the direction of the measured relative recoil momentum is along the

molecular orientation just before the break up.

3Higher values of the ion charge, internuclear distance or mass would correspond to even smaller rotation
angle ∆θ.
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In the case of hydrocarbons, the probability of breaking into a hydrogen atom (or proton)

and the residual molecule is quite high, especially as the number of hydrogen atoms goes

up. Another probable channel is a three- (or more) body break up. These channels do not

in general provide information about the initial orientation of the molecule and thus are not

useful for this work. The useful symmetric or nearly symmetric breakup channels can be

clearly separated by means of the PIPICO spectra as discussed in section 2.3.3. The time-

of-flight (TOF) and the 2d position of both recoil ions and the photoelectron are measured

in coincidence with respect to the time of the x-ray pulse. This information is then used

to calculate the initial momenta of all three particles which are than utilized in the further

analysis (see section 2.3).

2.2 Experimental Setup

The experiment was conducted at the Advanced Light Source (ALS) facility (fig. 2.2)

of Berkeley National Laboratory (fig. 2.1). 1.9GeV electrons circling in a storage ring 62m

in diameter are converted into synchrotron radiation which is the source of x-rays for the

experiment. The ALS can produce x-rays in two modes of operation. In the “multibunch

mode” the storage ring is filled with 270–320 electron bunches with about 2ns separation

time. For most experiments the x-rays produced in this mode can be considered a constant

DC light. Twice a year ALS works in the “double-bunch” mode. In this case the storage

ring is injected with only 2 electron bunches. This way the x-rays come as short pulses

with a period of 328ns. Such a pulsed source of x-rays is essential for our experiment since
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it provides a “master clock” pulse followed by an empty drift time necessary for the time-

of-flight measurements. Part of the data was collected on beamline 9.3.2, but the main

contribution was done on beamline 4.0.2 due to the factor-of-100-higher photon flux and

better control of the light polarization (see appendix A for the beamline specifications).

Figure 2.1: The Lawrence Berkeley National Lab.

The photoionization reaction takes place inside a chamber (See Fig. 2.4) with a back-

ground pressure of 3x10−8Torr. The chamber is designed to house the COLTRIMS spec-

trometer (see [2–4] for a similar setup) and has a two-stage supersonic gas jet attached to

it. (See Fig. 2.3) The two stages of the jet are differentially pumped to minimize the back-

ground pressure by preventing the warm gas from drifting up to the chamber. Then the

target gas undergoes a cooling expansion though a 60 micron nozzle and is also geometri-

cally cooled by the .3mm diameter skimmer located 8mm above. A 1mm aperture is located

about 40mm above the nozzle; it separates the chamber from the second pumping stage. By

the time the vertical jet reaches the interaction region it has a transverse diameter of 2mm.

8



Figure 2.2: ALS Beamlines Diagram. The beam lines where the data collection was done
for the current experiment are marked by light green rectangles.
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The final target gas temperature is ∼.5K in the transverse direction, and <100K spread4

in the longitudinal direction around the common jet velocity of ∼3x10−4a.u. The target

density in the interaction region is ∼1010cm−3. A specially designed jet dump is located just

above the spectrometer. It serves the purpose of catching the gas jet and preventing it from

spreading in the chamber and thus increasing the background pressure (See Fig. 2.4). Both

chamber and the jet were built in Germany and brought from Frankfurt to Berkeley for the

double-bunch mode experiments.

The COLTRIMS spectrometer located inside the chamber is a standard parallel-plate

spectrometer with two electric field regions separated by an 80% transmittance grid to mini-

mize the electrostatic lens effects (see Fig. 2.5). The first region is for acceleration and usually

has a 10-15V/cm electric field. The field of this region provides the initial separation and

acceleration for the positive (molecular fragments) and the negative ions (electrons). This

acceleration field together with the 5cm flight distance ensures that the molecular fragments

with typical energies of around 6eV each do not spread further than 2/3 of the detector size

(5cm in diameter) in the transverse direction. This way enough of the high energy tail of the

recoil distribution is still registered over the whole 4π solid angle. The second region is used

for a field-free drift and is located on the electron side of the spectrometer. It has a length

twice that of the acceleration path for the electrons for time focusing. The spectrometer is

4This spread is likely to be ¿100K — the accuracy of the procedure for determining this spread as
described in appendix B is limited to this value due to the contribution of other factors. The width of the
peak in figure B.5 can be due to the competing factors of the finite target region size and Auger electron
kick. The similar width of the center-of-mass velocity along the spectrometer direction (not shown here)
supports this last point. For example, if the size of the X-ray beam were around 0.7mm in diameter instead
of the assumed .1mm (fig. 2.22), it would compensate completely for the extracted velocity distribution.
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Figure 2.3: A photograph of the apparatus.
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Figure 2.4: Apparatus schematics.
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positioned such that its extraction direction is perpendicular to both the direction of light

and the gas jet, as shown by Figure 2.5. An electric field of 10-15V/cm is sufficient to obtain

a reasonable resolution for the electron longitudinal momentum. However, it is not strong

enough to keep all electrons inside the 80mm diameter spectrometer tube. To make sure

that 4π solid angle for the electrons is registered, a set of magnetic field coils is assembled

around the chamber in the Helmholtz geometry. The magnetic field vector parallel to the

electric field of the spectrometer assures that electrons with high initial transverse momen-

tum follow spiral-like trajectories towards the detector instead of escaping (see Fig. 2.6). A

magnetic field of about 11Gs keeps all the electrons below 30eV initial transverse energy

inside the spectrometer, while having no significant effect on the heavy recoil motion. A

position-sensitive detector registers the time-of-flight and 2d position of the electron impact.

Together with the value of the magnetic field, this information is enough to reconstruct the

complete trajectory of the electrons and thus calculate the complete 3d initial momentum

for such electrons (see section 2.3 and Appendix D).

The position-sensitive detectors (PSD) used in this experiment are RoentDek 80mm

delay-line detectors (see fig. 2.7 for a typical detector image). Appendix C covers the details

on handling the signals from delay-line anode. This state-of-the-art PSD system is equally

capable of detecting 2d position and time-of-flight of heavy recoil ions, electrons and even

neutral atoms and molecules if they have enough energy to set off an electron avalanche on

impact with the channel plates. The delay-line position resolution with the proper electronics

can be less than .1mm, and its multi-hit capability with a pulse pair resolution of less than
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Figure 2.5: Experimental spectrometer setup.
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Figure 2.6: Electron Trajectories in the Magnetic and Electric field of the COLTRIMS
Spectrometer. 3d view of the whole spectrometer(a), projection on the detector plane (b).
All trajectories pass through the central axis of the spectrometer; i.e., every electron crosses
the axis of the spectrometer every time it makes an integer number of turns. The time it
takes for the electron to make a full turn is independent of the electron momentum and is
defined by the magnetic field strength.

10ns is essential for the described types of the COLTRIMS experiments. The spectrometer

has two of these detectors mounted on it, one on each end, for registering positive recoil ions

and electrons.

To successfully digitize all the multi-hit signals coming from the delay-line PSDs the

proper electronics setup is in order (see Fig. 2.8 for details). The multiple coincidence

nature of the experiment requires a quite sophisticated electronics setup to avoid collecting

too much useless data. Figure 2.10 shows the signal diagrams for most of the raw signals

as well as the specially gated signals that contribute to the final strobe signal of the triple

coincidence event. Most parts of the diagram are self explanatory. The two bottom blocks of

the figure deal with the collection of the “master clock” signals. These signals are generated
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every 328ns. The average time of the event is defined by the time-of-flight of heavy recoils

and is on the order of several microseconds. During this time about 10 to 20 master clock

signals can be registered. Writing all of them in the data file would be a waste of the memory,

so a special coincidence is set up to only register the master clock signal when the rest of the

event is valid. Ideally a single master-clock pulse per event would provide the time reference

for the rest of the signals. It does not matter whether this signal comes before or after the

event, since the master clock has a fixed period. In this gating scheme, however, the first

master clock signal can be partially corrupted (see line 19 of fig. 2.10); thus it is important

to register 2 ( or even 3) of these pulses per event, keeping in mind that the first one should

not be used in the final analysis.

Two other components of the electronics setup are particularly important. The LeCroy

3377 TDC is a 32-channel Multi-Hit Time-to-Digital-Converter capable of registering up to

16 hits per channel. It has 0.5ns timing resolution, 10ns pulse-pair resolution, 8ns to 32µs

time range per event. This TDC can buffer large blocks of data before transferring it to

the computer, thus minimizing the event-by-event transfer time overhead. This feature is

only useful, however, if the TDC is the only CAMAC-crate module being read. Since other

modules need to be read for every event, a List Processor (HYTEC LP1341) is used for

the data buffering purposes (not shown on the schematic). This is a single-slot auxiliary

CAMAC-crate controller. It can read data from other modules with the high frequency

of the CAMAC-crate clock, thus allowing a readout rate of about 10,000 parameters per

second with no dead time. The list Processor has 128K x 24bit words of data memory and

19



0 200 400 600 800 1000 3000 3200 3400 3600 3800 4000 4200

3) Recoil Timing           

2) Electron Timing        

1) Bunch Marker           

(ns)

Recoil-Recoil Coincidence Setup

3100 3150 3200 3250 3300 3350 3400 3450 3500 3550 3600 3650 3700

4) Recoil Timing           

5) Delayed Gate           

6) Logical AND             

(blow up)

out of above signal

of 4 and 5

~10ns delay

Final Recoil-Recoil Coincidence Signal

(ns)

0 200 400 600 800 1000 3000 3200 3400 3600 3800 4000 4200

3) Delayed Gate           

7) Electron Timing        

(ns)

9) Signal 6 (copy)         

out of above signal

(same as 2)

10) Logical AND             
of 8 and 9

Final Triple Coincidence Strobe

~3us delay ~1us gate

14) Bunch Marker           

13) Gate out of               

12) Electron Timing        

15) Logical AND             
of 13 and 14

0 200 400 600 800 1000 1200
(ns)

Final Signal that's send toTDC (bunch marker channel)

>328ns gate

17) Gate out of               

18) Bunch Marker           

19) Logical AND             

0 100 200 300 400 500 600
(ns)

16) Electron Timing        

~10ns jitter

of 17 and 18
(same as 15)

(same as 1)

(same as 2)

(same as 2)

(same as 1)

above signal

above signal

Raw Signals (Out of the Constant Fraction Discriminator)

Figure 2.10: Signal Diagram for the Coincidence Setup.

20



8K x 16bit words Instruction Store. It is capable of running simple programs consisting of

module-querying commands, read-out commands, conditional and unconditional jumps, etc.

When the memory buffer of the List Processor is filled with data, it transfers all of it to the

computer in one block. This transfer operation takes only a fraction of a second.

This typical COLTRIMS setup including the detectors and the listed electronic modules

form the detection system with the following performance characteristics and limitations.

Every ion of moderate energy (heavy ions of up to 10eV and electrons of up to 40eV) born

inside the spectrometer has about a 10-20% chance (due to the detector’s channel plate

efficiency) of being registered and providing its 2d position and time-of-flight information.

The time of flight can be up to 32µs with a one-half-nanosecond resolution. The x and y

positions on the detector are measured with a resolution of about quarter of a mm. The

position and the time-of-flight resolution as well as its range are defined by the Lecroy 3377

Multihit TDC. Since it has about 10ns dead time after each hit it also introduces a pulse-

pair resolution equal to this dead time. That is, if two ions hit the same detector within ten

nanoseconds only one hit will be registered and the position information of that hit might be

questionable. If, however, the hits are separated by more than 10ns in time, the 3377 TDC

can successfully collect up to 16 of them per event, per detector. Other resolution-limiting

factors, dictated by the physics of the experiment, and the ways to deal with them will be

discussed in the section 2.3.

Kmax software (see fig. 2.11) by Sparrow Corporation for the Power Mac was the data

acquisition system used for computer/CAMAC-crate communication, data collection and
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Figure 2.11: Kmax Data Acquisition Software.
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20 Chapter 2. General principles

2.3.1 Overview of PAW++

– The upper left corner is the ����� Executive Window, with its Input Pad at the bottom and the
Transcript Pad at the top.

– The �����Browser, where the various entities (pictures, 1-D and 2-D histograms and Ntuples) are
all defined with their own symbol, is shown bottom left. A “pop-up” menu has been activated for
the chosen 1-D histogram. Several actions like ����, �	���
, ��� etc... can be performed via this
menu.

– The Graphics Window is seen top right. A 1-D view of the data points and two 2-D views (a
Surface-plot and a colored contour plot) are shown. On the 1-D view, two 1-D histograms are su-
perimposed. The results of a “smoothing” type of fit to the data points is also drawn. Information
about the data and the fit can be found in the inserted window.

– The Histogram Style Panel at the lower right allows graphics attributes of the histogram to be
controlled.

Figure 2.12: Physics Analysis Workshop.
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online data analysis. This software, in combination with the List Processor, allowed for

a data collection rate of up to 20Mbyte per minute. More details and examples on List

Processor operation and Kmax software can be found in [5]. Offline data analysis was done

by means of the FORTRAN/C/C++ programs. Final result representation5 was performed

in the Physics Analysis Workshop (PAW) software by CERN (see Figure 2.12).

2.3 Data Analysis Details

This section presents the detailed6, step by step, overview of the COLTRIMS analysis

process used for the investigation of the k-shell photoionization of ethylene molecules (see

section 3.2 for the choice of gas here).

2.3.1 Row Signals. Multi-hit Reconstruction

Every analysis starts with the sorting of the raw signals collected. In this particular

setup there are eleven timing signals7 collected by the Multi-Hit TDC, sometimes up to

three Analog-to-Digital Converter(ADC) channels and up to three SCALAR channels are

also read for energy scanning and photon flux normalization8. Most of the data in a regular

mode of operation is, however, supplied by the eleven TDC channels: five per detector, plus

the master clock signal, also called “bunch marker” since it is synchronized with electron

5Most of the macros, used for generation of the of final figures of data plots, histograms, fitting results
and movies, can be found in subfolders of the folder “pawfiles/macros” on the attached CD.

6Analyzed data files related to this section can be found in the folder “pawfiles/ethylene” of the at-
tached CD. The FORTRAN code used for sorting routines in the presented analysis can be found in folder
“programs”.

7More precisely, it is eleven channels of the TDC; number of signals collected per event can be much
higher due to the possibility of multi-hit.

8ADC also often used in conjunction with Time-to-Analog Converter(TAC) to get higher resolution for
timing signals when the one-half-nanosecond TDC resolution becomes too low.
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bunches in the storage ring. Four out of five detector signals come from the delay-line anode

and provide the position information (two per dimension — left/right and top/bottom —

see Appendix C for conversion equations and special cases) and one time-of-flight signal from

the Multi-Channel-Plate (MCP signal). Figure 2.13 shows the pair of raw position signals

(left/right) and the corresponding 2d image (top/bottom signals are not shown). The multi-

hit capability of the detectors is mainly used on the recoil side of the spectrometer since the

detection of both recoils is essential for the kinematically complete experiment. Only the

photo-electron needs to be registered on the other detector, but the Auger electrons might

also strike the detector thus causing multiple pulses on the electron side of the spectrometer.

A real experiment always has background random hits as well as noise in the electronics,

all of which also contribute to the number of multi-hit events registered. Every time there

are two or more ions hitting the same detector close in time there is a chance that their

position signals get mixed up (see Appendix C for examples and reconstruction details). A

sophisticated algorithm is used to reconstruct the entangled multi-hit events and to associate

the time-of-flight signal with its appropriate position signals. It also helps to recover hits with

an incomplete set of signals and to sort out the electronic noises. While this algorithm shows

its full power when reconstructing multi-hit events (see fig. 2.14), the single-hit detection does

benefit from it, too. The redundant position information is also used in the reconstruction

process to enhance the quality of the data9.

9The FORTRAN code for the reconstruction routine can be found in the folder “programs” of the attached
CD.
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Figure 2.14: Reconstruction Algorithm Results. The top two pictures are the electron
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2.3.2 Calibration

One of the advantages of the COLTRIMS data analysis is that it is practically self

calibrating. This means that most of the constants, factors and parameters defined by the

experimental setup can be extracted from the data itself. The list of parameters that are

essential for the momenta calculations includes all the spectrometer distances, absolute time-

zero10, magnetic and electric field strength, and time-to-position conversion factors for each

dimension of each position-sensitive detector.

The spectrometer geometry is always precisely measured during its assembly and thus

well known before the beginning of the experiment. In the experiment, however, the number

of measured parameters is usually higher than the number of unknowns which are needed.

Thus even the spectrometer distances can be deduced from the data .

The absolute time-zero and the magnetic field strength are usually calibrated together

by the same procedure that uses the unique characteristics of the electron motion in the

uniform magnetic field. Figure 2.15 shows the motion of 40eV electrons in a weak electric

field (10V/cm) and magnetic field of 15Gs. The initial momentum vector for these electrons

is distributed on a circle in the plane defined by the electric field direction and the vertical line

through the interaction region. Three different views are shown to make it easier to visualize

10For precise time-of-flight measurements one needs the start signal and the stop signal. Omitting the
electronics setup details, the start signal is obtained from the bunch-marker signal that is synchronized with
the X-ray pulses. “Synchronized” in this case means that it has the same frequency but not necessarily the
same position in time as the photo-ionization reaction that takes place inside the chamber. There is usually
a constant time shift between the two delays, defined by the specific parameters of the beam-line and the
wire length in the electronics. This constant time shift will be referred to as the absolute time-zero. In the
experiment it can be as long as hundreds of nanoseconds.
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the spiral trajectories of these electrons. In a real experiment, of course, one usually deals

with one electron at a time, but this picture gives a better idea how the statistics accumulate

after a long collection time. From the side-view projections of the spirals, one can see

that, independent of the initial momentum, all the electrons come back to the center of the

detector at the same time. This also follows from the calculations in Appendix D. If electron

momentum were randomly distributed on the whole sphere instead of just on the plane circle

used in fig. 2.15, the motion could be illustrated in the following way. Electrons would cover

a sphere in space that with time would stretch along the spectrometer field direction, at the

same time the sphere11 would rotate around this axis, and it would contract down to the

line at every time mark equal to an integer number of cyclotron periods. This ellipsoid may

stretch long enough so that during the time it takes to completely cross the detector plane it

contracts several times. That is, all the electrons that happen to have time-of-flight equal to

an integer number of cyclotron periods will hit the detector at the same (x0,y0) position they

started from. Ideally this position is the center of the detector; in reality there are a couple

of reasons why it might be a little shifted, and it will be discussed later in this section.

If one plots the distance of the electron hit position from the center of the detector

versus its time-of-flight, one obtains a spectrum that is referred to as a “wiggles” spectrum

(see top of the fig. 2.16). The wiggles spectrum nodes — points in time when all electrons

hit the center — are located exactly one cyclotron period from each other. It is also clear

that the absolute time zero position should coincide with one of the nodes. Usually this

11It would look more like an ellipsoid of rotation at that point.
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Figure 2.16: Wiggles(top) and Fish Spectra.
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position needs to be extrapolated from the positions of other nodes since no electrons have

zero time-of-flight and thus that part of the spectrum has no counts in it. To accomplish

this extrapolation and define the cyclotron period with appropriate precision it is a good

practice to fill the spectrum in such a way that it covers four or more nodes. Since the node

position in time does not depend on either the electron momentum or the electric field of the

spectrometer, both of these values can be changed in order to shift the electron distribution

around and cover the higher number of nodes. This is how the spectra on the figure 2.16 are

generated. In the experiment the momentum (or energy) of the photo-electrons is changed

by changing the X-ray photon energy.

It is important to remember that calibrating the position of too many nodes might also

lead to some erroneous results. The whole electron time of flight distribution should not

exceed the time between the two bunch marker signals (328ns). After that it becomes

impossible to associate electrons with the proper bunch marker signal. The time-of-flight

spectrum in this case starts folding on itself. The first impression is that it is only inappro-

priate for the main data collection process but is OK for the calibration. This is a wrong

idea! In general the time between the bunches is not equal to the integer number of cyclotron

periods. The time folding will create a set of false nodes. The position of these nodes will

not be in agreement with the integer number of periods rule, and mixed with the good ones

it will create a very messy wiggles spectrum. Use of these nodes in the calculations will

completely scramble the results.

Once this wiggles calibration process is over, the electric field of the spectrometer as well
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as the photon energy are kept constant and the wiggles spectrum looks more like the one

on fig. 2.17. This is the case when the photo-electrons created in the reaction are mono-

energetic. If the photo-electrons cover the whole range of energies up to some maximum

value either because of the specific reaction or because of the scanning of the photon energy,

the spectrum on fig. 2.17 would look completely filled everywhere under the bright curve.

The bottom part of figure 2.17 shows the same wiggle spectrum but with the analytical curve

on top of it (see Appendix E for the derivation of the exact equation of this curve). By fitting

the spectrum with this known analytical form one can also extract the absolute time-zero,

cyclotron period, electric field strength and the electron energy. Unfortunately this function

has the nice analytical form only for the simplest spectrometer with a single acceleration

region. As the spectrometer design becomes more complicated this fitting technique becomes

unusable.

Figure 2.16 has two more spectra that were also found to be very useful in the calibration

procedure. As was mentioned above the position (x0,y0), where all the electrons hit the

detector if their time-of-flight coincides with the node, is not always (0,0). This usually

happens if the spectrometer is not perfectly centered in the chamber, or if the magnetic field

is not totally parallel with the electric field. If the (x0,y0) values used in the software are

a little off from the real position, the nodes in the wiggles spectrum will not reach all the

way down to the time axis of the picture and will not look their sharpest. This introduces

the additional error in the extrapolation procedure12. The so-called “fish” spectra allow for

12The accurate values of (x0,y0) are also needed for the electron momentum calculations.
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the accurate cyclotron period and absolute time-zero calculation without the use of initial

position. However, one can extract the precise values for (x0,y0) from the same fish spectra for

use in further calculations. The idea behind the fish spectra is that each detector coordinate

of the electron hit by itself can be described by the oscillating equation. So if the x position

(relative to any common point) of the hit is plotted versus the time-of-flight, the obtained

spectrum will also have nodes but now these nodes will not be at the bottom of the picture

but on the line x = x0 since that is the only x position which is visited by all electrons at

some time. The same can be done with the y direction.

Sometimes, due to the fact that the electric field is not parallel with the magnetic field,

the (x0,y0) position of one node might be different form the (x0,y0) of another node. That

is because all electrons have the same drift velocity (Ē × B̄) and due to the different time-

of-flight the drifted distance will also be different. One solution to that situation is to have

(x0,y0) values given not just as constants but as functions of time-of-flight. In this case

a word of caution is in order. When collecting data for both wiggles and fish spectra the

electric field of the spectrometer should be kept constant and equal to the value at which

the main measurement will take place. This means that the only parameter that can be

changed is the photon energy. The reason for this is that if the electric field is changed the

drift velocity will become different and the time dependence of the (x0,y0) position won’t

stay the same either.

It is a good practice to conduct the main measurement at an electric field high enough

so that the whole electron time-of-flight distribution is located completely inside the space
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between two nodes. It is intuitively clear and also follows from the derivations in Appendix

D that the error in the electron momentum calculation goes to infinity when this electron is

in the node.

The question of the direction of the magnetic field should also be properly addressed.

Neither of the spectra mentioned above have any information about the direction of the field.

Even though the cyclotron period might be calculated very precisely, the wrong sign in the

momentum calculation equations will completely destroy all the electron angular distribution

information. There are at least two ways to determine the correct direction of the magnetic

field besides the first principles approach, which usually still end up being hardly better than

50% accurate. The most traditional way to calibrate the magnetic field direction is to run

the single ionization of He. The correct choice of the field will produce a –45◦ line in the

spectra of each electron momentum component plotted versus the proper He+ momentum

component due to momentum conservation. Otherwise the transverse momentum (in the

plane of the detector) of the photo-electron will be completely scrambled and the proper

plot will look like a shapeless blob. Another way to choose the right direction of the field is

to run the experiment covered in this chapter with a target gas like CO or N2, for which the

photo-electron angular distribution is well known and has some sharp features.

Another important parameter that needs to be determined with high precision is the

extraction field strength of the spectrometer. While the magnetic field is only important

for electrons, the electric field strength comes into the momentum calculations of all ions.

Of course, one way to measure the electric field is to keep very good track of the values
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of all the resistors in the spectrometer circuit, monitor all the voltages applied, and have

precise knowledge of the spectrometer distances. All of this is always carefully taken care

of but the calculation of the electric field is still only accurate down to 1V/cm. A more

precise measurement of the electric field can be done by fitting the sharp peaks of the recoil

time-of-flight spectrum. If the experiment involves the recoil-recoil coincidence, fitting the

different stripes in the PIPICO spectrum gives even better results and does not require sharp

peaks. Appendix F presents the derivation of the analytical relationship — time-of-flight

of the second recoil as a function of the time-of-flight of the first recoil, with recoil masses,

charges, flight distance and electric field as parameters. Fitting the unique curvature and

the position of each stripe provide very high precision for the values of these parameters13.

The basic idea behind these equations is momentum conservation between the recoils and

the classical linear acceleration motion. On the other hand this function can be used to

perfectly identify the features of the PIPICO spectrum (see fig. 2.20 for example) and set

the clear gates to separate specific breakup channels.

Finally, the detector position calibration is done by the use of a mask (see fig. 2.18) with

well known features. The detector calibration is usually done once per detector not per

experiment — the conversion factors are only defined by the size of the detector and the

length of the delay-line wire; they do not change from one experiment to another. Since

all the measured distances are eventually converted into the momentum or energy of the

particle, the detector calibration can be done by using the reversed process. First particles

13The parameters that actually get fitted are the flight distance and the electric field. The recoil masses
and charges take only integer values.
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Figure 2.18: Detector Image from the Calibration Mask.
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of known energy are registered (photo-electrons at the fixed X-ray energy for example), and

then the conversion factors are adjusted so that the calculated energy yields the correct

value.

2.3.3 PIPICO Spectrum, Recoil Momentum

Before the actual momentum calculation begins, the breakup channel of interest needs to

be isolated. This is done by setting gates on the PhotoIon-PhotoIon-Coincidence (PIPICO)

spectrum. Figures 2.19 and 2.20 show PIPICO spectra for an ethylene target with the final

breakup channels labeled. The symmetric breakup that yields CH+
2 and CH+

2 ions is the

only one that provides the information about the molecular orientation and constitutes a

kinematically complete experiment. The proper gate is generated by calculating the second

recoil time-of-flight (TOF) by using the function from Appendix F with the same masses

taken to be 14 a.m.u. and same charges equal to 1 a.u. The calculated TOF value of the

second recoil is compared to the measured one, and the event is thrown away if the difference

is more than 50 ns. Setting a simple gate that limits the TOF of the first recoil also helps

to clear the final momentum picture. When doing so one must check that this gate does

not cut the PIPICO spectrum stripes too early, otherwise this will eliminate events with

the molecular breakup direction in the plane of the detector. The formulae for the recoil
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momentum in the laboratory frame are given by14:





Pxi lab = Smi/ti − Eqit
2
i /2

Pyi lab = mi(4yi/ti − Vj)

Pzi lab = mi4xi/ti

S is a recoil flight distance

E is the spectrometer electric field

Vj is the jet velocity

(2.2)

Here the index i stands for the recoil number. These equations do not make good use

of momentum conservation and are not the best for the calculation of the relative recoil

momentum. They are however a good starting point for obtaining some rough results and

calibrating the relative scaling factors for different dimensions. These are the exact equations

that created figure 3.13 and brought the acetylene/vinylidene breakup features to proper

attention. The relative component scaling factors can best be found by separately plotting

the total momentum versus each single momentum component and making sure that it

creates a straight line (see fig. 2.21). Even this simple approach should provide well rounded

momentum spheres. When all of these parameters are optimized, a more elaborate equation

can be used to calculate the relative momentum with higher accuracy. The calculation of the

recoil momentum in the center-of-mass frame involves two parameters for each momentum

component. These are S and Vcm x for the X component, y0 and Vcm y for the Y component,

and x0 and Vcm z for the Z component. The momentum components in the center-of-mass

frame are given by 



Px i = Smi

ti
− Eqiti

2
−miVcm x

Py i = mi

(
yi−y0

ti
− Vcm y

)

Pz i = mi

(
xi−x0

ti
− Vcm z

) (2.3)

14The use of the 4xi in the calculation of the Z component of the momentum can be confusing. Tradi-
tionally the direction of the x-ray beam is denoted as z direction which coincides with the x coordinate of
the detector position.
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Both S (x0 or y0) and V̄cm can be considered unknown (within the error bar) and, ideally,

need to be canceled out of these equations if high precision in the momentum calculation is

to be achieved. Center-of-mass system momentum conservation P̄2 = −P̄1 allows canceling

one of the above parameters. In practice one has to decide which parameter introduces the

higher error bars for each momentum component and get rid of it. In this experiment the

gas jet is very cold in the Z direction (x-ray propagation) and thus it makes sense to assume

that the center-of-mass velocity along this axis is zero. On the other hand the initial position

resolution is very poor for this direction due to the large target size (see fig. 2.22). Thus,

the best result for the Z component of the recoil momentum is obtained by canceling out

the initial position (x0) dependence:

Pz = Pz1 = −Pz2 = m1(x1−x0)/t1 = −m2(x2−x0)/t2 ⇒ Pz = m1m2

x1 − x2

t2m1 + t1m2

(2.4)

On the other hand, the target size along the Y direction is quite small (see fig. 2.22) but

the velocity of the center-of-mass distribution has a wide spread15. For this direction the

calculation of the center-of-mass momentum involves cancellation of Vcm y (which for this

direction ≈ Vj — jet velocity):

Py = Py1 = −Py2 = m1(4y1/t1 − Vcm y) = −m2(4y2/t2 − Vcm y) ⇒

Py =
m1m2

m1 + m2

(4y1

t1
− 4y2

t2

)
(2.5)

Here, when using 4y1 = y1−y0 and 4y2 = y2−y0, it has been assumed that the y0 position

was accurately determined by one of the techniques described in Appendix B.

15As discussed in the section 2.2 and Appendix B the temperature of the target gas is about two orders
of magnitude higher along the direction of the jet compared to both perpendicular directions.
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The Vcm x can be canceled out of the expression for the Px in a similar way:

Px = Px1 = −Px2 =
Sm1

t1
− Eq1t1

2
−m1Vcm x = −Sm2

t2
+

Eq2t2
2

+ m2Vcm x ⇒

Px =
m1m2

m1 + m2

(
S

t2 − t1

t1t2
+

E

2

(
q2t2

m2

− q1t1

m1

))
(2.6)

The X-momentum-component calculation accuracy is defined mostly by the time-of-flight

measurement and can be improved only a little by employing the two acceleration region

calculations discussed in Appendix F.

For both, X and Y directions, the appropriate expressions for the Vcm can be used to

estimate the gas temperature:





Vcm x = 1
m1+m2

(
S

(
m1

t1
+ m2

t2

)
− E

2
(q1t1 + q2t2)

)

Vcm y = 1
m1+m2

(
m14y1

t1
+ m24y2

t2

) (2.7)

2.3.4 Electron Momentum

The electron momentum calculation would be completely similar to that for the recoils

if it were not for the magnetic field. The time of flight component of the momentum can be

obtained by means of the top formula from 2.2 or by the formula for the two acceleration

region spectrometer (see Appendix F) if the drift or retardation region is used. In the case of

a more complicated spectrometer design a simple lookup table can be constructed to avoid

the long and tedious analytical derivations. The transverse momentum of each electron

is calculated according to equations16 D.3 or D.4. Figure 2.23 shows the typical electron

momenta and the Kinetic Energy Release (KER) spectra. Just as it was done for the recoils

16If the magnetic field is not used the calculation of the electron transverse momentum is trivial, it is
obtained by means of the two bottom equations of 2.2.
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the aspect ratios and the center of the electron momentum sphere are accurately adjusted

by means of the spectra shown in figure 2.24. When a symmetric electron momentum

sphere is obtained the absolute momentum (energy) scale should be properly calibrated. To

do this the spectrum of the electron kinetic energy plotted versus the photon energy can be

used. This spectrum is either obtained from the analysis of the energy scanning part of the

experiment(fig. 3.18), or by plotting the results of different photon energy points on the same

picture. The C 1s main line electrons should show up as a stripe that has an exact 45◦ angle

if both axes have the same units17. If this angle is different from 45◦ the common factor of

the proper value should be introduced for all three electron momentum components.

2.3.5 Extraction of Electron Angular Distributions in a Body Fixed
Frame

Linear Polarization Case

This section describes the production of the photo-electron angular distribution as a

function of two variables — the angle between the electron and the molecule and the angle

between the molecule and the polarization direction. In the axial recoil approximation

the orientation of the molecule at the time of the Coulomb explosion is defined by the

recoil momentum direction. In the lab frame the polarization direction is constant and

the measured orientation of the molecule can have any direction with respect to it. The

reconstruction of the molecular orientation on an event-by-event basis allows one to select

17The absolute scale of the photon energy on beam lines 4.0.2 and 9.3.2 for different gratings can sometimes
be accurate only down to ∼1eV. However the 4Ephoton can be controlled with 10meV steps.
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the coordinate system (in general unique for each event) that is associated with the molecule

— the new Z axis is aligned with the C–C (C–O or N–N in case of CO or N2 ) bond and the

new X axis is chosen so that the polarization vector is in the XZ plane. Now the angular

distribution of the photoelectrons with respect to the molecule can be plotted as a function

of the polarization direction.

The body-fixed-frame coordinate system in this

C

CX

Y

Z Pe

�

'θ θ

ϕ

case are defined as shown in the following schematic

where P̄e is the photo-electron momentum. This

means that, in general, the photoelectron angu-

lar distribution is a function of θ, φ and θ′ —

fl(θ, φ, θ′). In this thesis these angular distribu-

tions are presented in the plane defined by φ = 0;

that way the distribution is a function of two variables and can be presented in a form of

the “movie” where each frame corresponds to a different value of θ′.

The simplest way to generate these polar plots is to confine both molecules and electrons

to have momentum in the XZ laboratory plane (see fig. 2.5). The result of this procedure is

shown in figure 2.25. The use of the XZ plane gate can lower tremendously the statistics of

the polar plots but it also has a couple of advantages. First, it allows for the investigation of

non-dipole effects in the electron angular distributions since in this case the distinction can be

made between electrons flying along the positive Z direction or along the light propagation

direction and electrons flying against it. The other reason for the use of the XZ plane
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confinement is to eliminate the effect of ellipticity in the light polarization — beamline 9.3.2

was found to have that problem.

If neither of the above two aspects is of any concern then more sophisticated techniques

of data sorting can be used to increase the statistics of the plots. One can similarly use the

XY plane for the analysis. Certain data reflections can be used based on the symmetry of

the system. Also if it is established that the angular distribution obeys a certain generalized

analytical form then a special technique of projecting all different angles of molecules and

electrons into one plane (see Appendix H for details) can be very powerful in terms of

increasing statistics.

The following diagram illustrates the second point — the use of the symmetry of the

system.

C

O

Pe

� C

O

Pe

�

Pe

N

N

� N

N

Pe

�

The first two configurations can be considered identical for any linear molecule — this

corresponds to the symmetry of the data with respect to the direction of the Y axis of the

body-fixed-frame. The other two configurations are also equivalent to the first one if the

molecule is homo-nuclear like O2 and N2, or linear and symmetric like C2H2. In the further

analysis of this experiment the molecule of ethylene (C2H4) will be assumed to have all

the above symmetries as if it were truly a linear molecule. This approximation simplifies
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the analysis and is still expected to give reliable results. The resulting polar plots shown

in chapter 3 were symmetrized according to the above diagram and the φ angle projection

(Appendix H) was used to increase the statistics.

Circular Polarization Case .

Data for two photon energies were collected using circularly polarized light. The light

polarization in this case is given by the XY plane of the laboratory frame instead of just

the X axis as was the case for the linearly polarized light (see fig. 2.5). Such data do carry

more information about the molecular structure than the linear polarization case, and it

is recommended that similar experiments be conducted with circularly polarized light as

well.

The body-fixed-frame for this case is as-

C

CX

Y

Z

Pe

�

ϕ
θ
'θ

signed in the following way: the Z axis again

is defined by the direction of the C–C bond.

The X axis is chosen in such a way that the

polarization plane passes through it and thus

has an angle θ′ with respect to the XZ plane.

The Y axis is then assigned to make up the

proper right handed coordinate system. The

θ and φ angles describe the photoelectron momentum direction in this coordinate system.

If the φ angle is set to 90◦ then angles θ and θ′ will be measured in the same plane,
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Figure 2.26: Electron Angular Distribution “Movie” from the Circularly Polarized light of
295eV.
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Figure 2.27: Electron Angular Distribution “Movie” from the Circularly Polarized light of
302eV.

55



306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 0 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 50 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 10 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 60 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 20 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 70 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 30 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 80 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 40 degrees

306090120150

330300270240210

0180 molecule is in
polarization

plane

φe = 90 degrees

Figure 2.28: Electron Angular Distribution “Movie” from the Circularly Polarized light of
295eV.
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Figure 2.29: Electron Angular Distribution “Movie” from the Circularly Polarized light of
302eV for fixed θ′.
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which in turn is always perpendicular to the polarization plane. The photoelectron angular

distribution fc(θ, φ = 90◦, θ′) created in such a way must be identical to fl(θ, φ = 0◦, θ′)

obtained for the linear polarization case. In the laboratory frame this corresponds, for

example, to confining recoils and electrons to the XZ plane, it should result in the same

distribution for both polarizations. In the case of circular polarization however the plane does

not have to be just XZ — it can be any plane perpendicular to the plane of the polarization.

By summing over those planes with the proper solid angle normalization one can obtain much

higher statistics than with linear light for a particular case of the electron angular distribution

when the molecule is parallel to the polarization vector. In the case of linear polarization

this orientation of the molecule has the smallest solid angle thus producing the angular

distribution with the highest error bars. The results for the distributions fc(θ, φ = 90◦, θ′)

are shown in figures 2.26 and 2.27.

The other aspect of the circular polarization data is that, when the electron azimuthal

angle φ is allowed to change, the angular distribution provides information independent of

other planes. This is not the case for the linear polarization. Figures 2.28 and 2.29 show the

angular distribution obtained from the circular polarized light by fixing θ′ to be zero and

changing φ — fc(θ, φ, θ′ = 0◦).
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Chapter 3

F-wave Shape Resonance Analysis

Molecules of ethane (C2H6), ethylene (C2H4) and acetylene (C2H2) have been attracting

the interest of scientific minds for many years. These smallest hydrocarbons are among the

most basic blocks of the surrounding organic world and can be considered a “foundation of

the field of organic chemistry”. A knowledge and understanding of the chemical and atomic

reactions involving these molecules, their parameters and features, geometrical structures,

chemical activities and physical properties are essential when trying to comprehend, predict

and even control the behavior of larger systems such as DNA molecules, for example.

The intent of this work was to address the differential photoionization cross sections of

C2H6, C2H4 and C2H2 molecules in the X-ray energy region a few electron-volts above the

carbon 1s electron ionization potential. The broad peaking structures in the continuum

region of the corresponding X-ray absorption spectra of these molecules have been the focus

of many studies in the past. A widely accepted interpretation (see Dehmer et al. [6]) is that

these resonances originate from the temporary trapping of the photo-electron by a centrifugal

barrier of the molecular potential in a quasibound state. The contribution of the particular
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partial wave with the l = 3 in the final state of this electron becomes especially strong hence

the name — f-wave resonance, although in fact the resonance is not limited to this particular

wave alone. The presence of these so called σ∗ shape resonances has been successfully shown

for many diatomic molecules such as N2, O2 and CO. The study of this phenomenon in

hydrocarbons was believed to provide additional information about the shape and position

of these resonances as a function of the C-C bond length. Figure 3.1 shows calculated cross

sections from the work presented by Haack et al. in [7]. ab initio calculations, reported in that

work, seem to agree well with angular dependent experimental results of X-ray absorption

of chemisorbed and physisorbed (on the Cu(100) surface) hydrocarbons performed by the

same group [7].

There have been other studies of the hydrocarbons, however, that questioned the exis-

tence of the described-above shape resonances in the photoionization of C2H6, C2H4 and

C2H2 molecules (See Kempgens et al. [8] for example). The photoelectron angular and en-

ergy resolution of these experiments allowed for the separation of the satellite electrons from

the total cross section which in turn led to spectra for the main line with no apparent peak

structure in them.

In this experiment the analysis was taken one step further . The use of the COLTRIMS

technique provided the necessary means for obtaining photoelectron angular distributions

in the molecular frame and thus extracting information about the particular contribution of

the spherical harmonic with l = 3 as a function of the photon energy.

Before the analysis and the results of the current work are presented, certain background
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Figure 3.1: (Adapted from [7].) Calculated C 1s NEXAFS spectra of C2H6 (a), C2H4 (b),
and C2H2 (c) for different orientations of the E vector of the photon beam with respect to
the intramolecular C-C bond. θ = 0◦ corresponds to a perpendicular orientation, u θ = 90◦

to a parallel one [see inset of ( b)]. Additionally to the angular dependence, the energy
position of the σ∗ shape resonance is changing depending on the C-C bond length of the
hydrocarbon molecule. The atomic background µ0(E) is indicated by the bold-dotted line.
The vertical dashed lines represent the calculated ionization potential (IP).
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about the experiment involving similar techniques would be in order.

3.1 Previous studies, Experiment and Theory

Photoionization is the simplest process which allows a detailed analysis of the molecu-

lar potentials. The theoretical details of the core electron photoionization are described to

a great extent by Dehmer and Dill in [6; 9] in the simplest case of homonuclear and het-

eronuclear diatomic molecules. The K-shell photoabsorption spectra (for the photon energies

about 10eV above the corresponding ionization potential) exhibit broad σ∗ shape resonances,

and therefore differ strongly from monotonically decreasing atomic K-shell spectra. Dehmer

and Dill in [9] show that although the molecular K-shells remain essentially atomic-like,

the p-wave photoelectrons are scattered by the anisotropic molecular field into states with

other angular momenta, in particular, with l = 3. Their calculations for the N2 molecule

demonstrated that the spatial extent of the molecular field of the two atoms enables the

l = 3 component of the σ continuum wave function to penetrate the centrifugal barrier into

the molecular core region. This rapid penetration leads to the appearance of a broad σ∗

shape resonance in the cross section. The calculations of [9] give only a qualitative descrip-

tion of the f-wave resonance. Unfortunately, experimental studies on photoionization of gas

phase molecules were, until recently, limited to measurements of total, partial and differ-

ential photoionization cross sections ([8; 10–12] for example). Measured values correspond

to averaging over all possible orientations of the molecular axis in space. The amount of
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Figure 3.2: CO K-shell photo-ionization (306.4eV photon) potential diagram and the corre-
sponding kinetic energy release spectrum.
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information extracted from these measurements was too small compared with the informa-

tion used in theoretical calculations of the photoionization process. Only very recently has it

become possible to determine the molecular orientation (by detecting photoelectrons in coin-

cidence with a fragment ion produced in dissociative photoionization) when investigating the

photoionization process with gas phase molecules and to obtain the most detailed angular

distributions of photoelectrons (ADP) with respect to the fixed direction of the molecular

axis. The angle-resolved photoelectron-photoion coincidence technique (AR-PEPICO) em-

ployed in [13; 14] uses several rotatable detectors to obtain the ADP for different angles

of molecular break up direction. The other approach is the COLTRIMS multi-hit detection

setup used in [3; 4] and in this work. It allows the performance of the kinematically complete

experiment by measuring the 4π solid angle for both — photoelectrons and all molecular ion

recoils — in coincidence.

The reaction steps involved in the investigation of the K-shell photoionization by both of

the above techniques are shown schematically in figure 3.2 for the case of CO molecule. The

high resolution Kinetic Energy Release (KER) is labeled according to the corresponding po-

tential curves of the molecular dissociation. The N2 molecule is an example of a homonuclear

system that has been studied ([3; 14]) by the same techniques (see fig. 3.3 for the energetics

picture).

Along with the experimental results [13; 15] also offer the step-by-step theoretical con-

siderations of the K-shell photoionization analysis. Routinely, the calculation of the partial

cross sections is the first step of this theoretical analysis (fig. 3.4). The following in depth
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study of the CO ADP’s in a body-fixed frame allowed for the comparison of extracted tran-

sition dipole elements both from theory and experiment — see fig. 3.5. Results of the similar

analysis performed by Motoki et al. in [14] for the 2σg → σu shape resonance of N2 are

shown in fig. 3.6.

Having a lot more different aspects of the experimental data at their disposal, Weber et al.

in [3] go even further in the analysis process trying to find a link between the photoelectron

angular distribution features and the molecular decay dynamics. This analysis reveals some

long-lived states in the dissociation channels of CO, which cause the washing out of the

corresponding ADP’s (fig. 3.7), while the N2 molecular ion seems to dissociate promptly,

independent of the final kinetic energy release (see fig. 3.8).

3.2 Hydrocarbons

One of the intriguing aspects about the f-wave resonances was their dependence on the

C–C bond length discussed by Haack et al. in [7]. The sequence of gases C2H2, C2H4, and

C2H6 would be the perfect system in which to study this effect. However the first priority

of this work was to answer an even more general question convincingly — the question of

whether or not the σ∗ shape resonance in the hydrocarbon is present in the first place.

Acetylene was considered the first choice for this test. This decision was also influenced

by the results obtained by Haack (see fig. 3.1) — the structure of the calculated σ∗ shape

resonance seemed to have the best shape and position in terms of the experimental detection

process. Initially the molecule of acetylene (C2H2) was considered to be the simplest since
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Webber Webber et al.et al., , 
J.Phys.BJ.Phys.B
34,3669 (2001)34,3669 (2001)

EhresmannEhresmann et al.et al., , 
J.Phys.BJ.Phys.B 36,366936,3669
(2003)(2003)

Figure 3.3: Top — adiabatic potential energy curves for the X 1Σ+
g ground state of the N2 molecule and

the X 1Σ+
g and D 1Σ+

u states of the N2+
2 ion (adapted from [16]);

Bottom — fragmentation of N2 after K-shell photoionization by 419.3 eV photons. (a) Momentum distribu-
tion of the N+ ions from the N++N+ decay channel. The polarization is horizontal, the data are integrated
over an angle of 25◦ out of the plane of the figure. (b) Kinetic energy release (i.e. sum of both fragment en-
ergies) for the N++N+ decay channel. Line 1: A1Πu → N+(3P)+N+(3P), line 2: D3Πg →N+(3P)+N+(3P),
line 3: D1Σ+

u →N+(3P)+N+(1D) (adapted from [3]).
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Figure 3.4: Comparison of the experimental partial cross Sections for (a) the C 1sσ → σ and (b)
1sσ → π cross sections measured by Shigemase et al. Phys.Rev.A 47, 1824(1993) with the theoretical
results of Cherepkov et al. J.Phys.B 33,4213(2000) obtained in the RCHF approximation. The experimental
cross section for the 1sσ → π transition has been normalized to the theoretical one at a photon energy of
314 eV.
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Figure 3.5: CO C K-edge Photoionization Dipole matrix elements dlσ (top)( in atomic units, multiplied
by 10) and phase shift differences (bottom) for the C 1sσ → εlσ transitions with 0 6 l 6 4 extracted
from the experimental data (points with error bars connected by straight lines) and calculated in the RCHF
approximation by Cherepkov et al. J.Phys.B 33,4213(2000).
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Figure 3.6: Comparison of the experimental and theoretical results by Motoki et al. in J.Phys.B
35,3801(2002) for N2 partial cross sections (left), dipole matrix elements (middle) and phase shift differ-
ences(right).

it had the smallest number of hydrogen atoms and is linear.

The first glance at the PhotoIon-PhotoIon-Coincidence spectra (see figures 3.9, 3.10, 3.11)

from this experiment also showed that acetylene was more advantageous in this respect. It

was clear that after the photoionization the molecule of acetylene had the highest percentage

of symmetric breakup (breakup of the C-C bond) of the three gases (see table3.1). This can

be explained by the number of hydrogen atoms in each molecule. Since this breakup channel

was essential for determining the molecular orientation (especially in the case of ethylene

and ethane) the target gas that provides the highest statistics would be the most favorable.

The energy diagram with the involved process is shown in figure 3.12). One interesting

difference from CO and N2 molecules was in the resulting kinetic energy release spectra:

The energy for the hydrocarbon recoils exhibited a nearly single-peak distribution. This
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Webber Webber et al.et al., , 
J.Phys.BJ.Phys.B
34,3669 (2001)34,3669 (2001)

Figure 3.7: CO angular distribution of 10.4 eV carbon K-photoelectrons (Eν = 306.4 eV). The polarization
of the linear polarized light is horizontal, the C+ and O+ fragments are detected parallel to the polarization
(O+ to the right). The electron and the fragments are emitted within ±20◦ of the plane of the figure. Each
panel is arbitrarily scaled. The data shown in panels (a)-(f ) are electrons coincident with regions of kinetic
energy release as indicated in the lower panel. The full black curve in panel (f ) shows a fit with l = 0,. . . ,8.
The blue (grey) curve in (f ) shows the theoretical prediction scaled to the maximum of the distribution
(adapted from [3]).
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Webber Webber et al.et al., , 
J.Phys.BJ.Phys.B
34,3669 (2001)34,3669 (2001)

Figure 3.8: Angular distribution of 9.8 eV K-photoelectrons from N2. The polarization of the linear
polarized light is horizontal, the N+ N+ fragments are detected parallel to the polarization. The electron
and the fragments are emitted within 20◦ of the plane of the figure. Each panel is arbitrarily scaled. The
data shown in panels (a)(c) are electrons coincident with regions of kinetic energy release as indicated in
panel (d). The full curve is a fit of the sum of Legendre polynomials (l = 0, 2, 4, 6, 8). The red curve in
panel (a) shows the expected distribution for random rotation of the molecular axis (adapted from [3]).
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Figure 3.9: C2H2 PIPICO.
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Figure 3.10: C2H4 PIPICO.
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Figure 3.11: C2H6 PIPICO.
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Table 3.1: Branching Ratio for Different Target Gases. The four rows of the table correspond
to four main islands seen on the PIPICO spectra — four possible (with total mass constrain)
combinations of pairs of H(heavy), M(medium) and L(light) singly charged positive ions. Heavy
ions are those that contain two carbon atoms; Medium ions — contain only one carbon; Light ions
— contain no carbon, ex. H+, H+

2 , H+
3 ; S stands for symmetric breakup, as in (CH)++(CH)+,

(CH2)++(CH2)+, (CH3)++(CH3)+, and it’s the subset of M + M.

Branching C2H2 C2H4 C2H6

L + H 19% 33% 51%
L + M 25% 21% 12%
L + L 13% 19% 16%

M + M (S) 42%(12%) 25%(7%) 19%(4%)

is believed to be primarily due to the fact that hydrocarbons have fewer potential curves

contributing to a final symmetric molecular dissociation process1.

More detailed momentum analysis of recoils from the different gases, however, revealed

unexpected features associated with the acetylene symmetric breakup channel. While the

spectra of the momentum spheres for ethylene and ethane (fig. 3.14 and fig. 3.15) looked

perfectly round, which agreed with the almost mono-energetic breakup, the acetylene case

(fig. 3.13) showed a strange structure along the time-of-flight direction (x-direction) that

also made the Kinetic Energy Release (KER) spectrum less sharp. Later these features

were explained by the presence of mass 12 a.m.u and 14 a.m.u ions due to the breakup

of acetylene’s isomer vinylidene see Appendix I. This isomerization reaction by itself gave

rise to another interesting research topic and will be covered later in chapter 4. Due to

the difficulty of clean separation of acetylene and vinylidene it was decided to continue the

1Very detailed analysis of the potential curves and Auger electron spectra for the ethylene dication
dissociation is given in [17; 18]. The final energy levels (for the infinite separation of recoils) are not
presented in the result, however. Due to this the kinetic energy release corresponding to the decays along
these potential curves cannot be clearly determined.
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Figure 3.13: C2H2 momentum.
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Figure 3.14: C2H4 momentum.
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Figure 3.15: C2H6 momentum.

79



 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 290  295  300  305  310  315  320

Photon Energy (eV)

x100% CH2
++CH2

+

 
M + M

 
H + L

 
M + L

 
L + L

 

Figure 3.16: C2H4 Breakup Channels Fractions as a function of The Photon Energy.

further f-wave resonance analysis by studying the reaction with the molecules of ethylene

(C2H4) fig. 3.14. It was determined from the experimental data that the branching ratio

of different breakup channels registered for ethylene (fig. 2.19) was not changing much over

the range of photon energies covered in the experiment (see fig. 3.16). In particular, the

symmetric breakup fraction stayed nearly constant.
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3.3 Results

It was initially believed that the very detailed data2 on the photo-electron angular dis-

tributions in the body-fixed molecular frame obtained in the present experiment would be

more than enough to uniquely characterize the ethylene molecular potential by extracting

the dipole matrix element with very high precision. The final results of the detailed data

analysis, presented in this section, show that the experimental data by itself, even as detailed

as was obtained in this experiment, is not enough to uniquely extract the transition matrix

elements3. It can, however, be a very powerful test for the theoretical models when compar-

ing the intermediate results, which can be determined quite uniquely. One such parameter in

the present analysis (see fig. 3.56) is the absolute value of the matrix element d30, that is the

contribution of the f partial wave into the transition amplitude. In spite of the ambiguity of

the present analysis of the transition elements, the behavior of d30 is determined with a high

degree of confidence and clearly shows resonant behavior in the vicinity of 300eV photon

energy, in good qualitative agreement with theoretical results of [7].

3.3.1 Total Cross Section of the Reaction

The measurement of the absolute cross sections in this experiment is complicated mainly

due to the lack of precise information about the target density. The gas jet assembly would

have to be calibrated for every particular gas target to allow such measurements with the

2Analyzed data files related to this section can be found in the folder “pawfiles/ethylene” of the attached
CD.

3This analysis can in most cases provide a finite number of sets of dipole matrix elements, one of which
can be chosen by comparing with theory — see [15] for example.
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proper accuracy. The relative cross sections however can be measured by means of monitoring

the photon flux as a function of time (see fig. 2.9). By scanning the photoionization process

over the range of energies in this matter and normalizing it to the number of photons,

obtained by the integration of the photon flux over time, the cross sections were found to

be in good agreement with previous results obtained by several experimental groups(see

fig. 3.17). These previous experiments were able to measure electron energies and even

angular distributions but only in the laboratory frame.
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Figure 3.17: Total Cross Section versus The Photon Energy. Results from this work (green and
red) compared to the results from [8; 11; 12].

Since the total cross section was the only source of information about the σ∗ resonance

in the older experiment their results had to rely on the presence of the clear peak structure
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in the cross-section spectrum.

Kempgens et al. in [8] raised the question about the nature of the peak that was earlier

attributed to the resonance. For the ethylene k-shell photoionization the peak was observed

around 302eV photon energy. In his experiment Kempgens was able to measure the energy of

the slow electrons4 and to separate those events that were due to satellites. That was when

the energy of the photoelectron was less than the photon energy minus the k-shell ionization

potential. The molecular ion in this case was left in the higher excited state (above the

C(1s−1)). When these electrons were excluded the cross section lost any peak structure (see

fig. 3.17).

The issue of the satellite electrons was properly dealt with in the present analysis as

shown in figure 3.18. All the final results of this work are obtained from the cross sections

that have main line electrons properly singled out as shown in fig. 3.19 (versus the fig. 2.23).

3.3.2 Spherical Harmonics Fits. Extraction of Transition Ampli-
tudes

Figures5 3.20 – 3.29 show the resulting polar plots of the angular distributions in the case

of ethylene molecules for a set of different photon energies (see section 2.3.5 and appendix G

for the plotting procedure details). In these figures the angle φ of the electron is chosen to

be zero. From this point on the angles θ and φ will denote the longitudinal and azimuthal

angles of the electron momentum in this body-fixed-frame, and θ′ will be the angle between

4Same result was obtained earlier by M.N.Piancastelli et al. in [11].
5The movies of the angular distributions for several photon energies can also be found in the folder

“thesis/movies” of the attached CD.
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the X-ray polarization and the molecular orientation.

C

CX

Y

Z Pe

�

'θ θ

ϕ

In the attempt to extract more detailed information about the molecular potentials of the

ethylene molecule the above angular distributions were fitted with the following functions:

flinear(θ, φ, θ′) =

=

∣∣∣∣∣
∑

even l

Al · Yl0(θ, φ) · cos θ′ +
∑

even l

Bl · Yl−1(θ, φ)− Yl1(θ, φ)√
2

· sin θ′
∣∣∣∣∣

2

+

+

∣∣∣∣∣∣
∑

odd l

Al · Yl0(θ, φ) · cos θ′ +
∑

odd l

Bl · Yl−1(θ, φ)− Yl1(θ, φ)√
2

· sin θ′

∣∣∣∣∣∣

2

fcircular(θ, φ, θ′) =

=
1

2

∣∣∣∣∣
∑

even l

Al · Yl0(θ, φ) · cos θ′+

+i
∑

even l

Bl ·
(

Yl−1(θ, φ) + Yl1(θ, φ)√
2

· sin θ′ ± Yl−1(θ, φ)− Yl1(θ, φ)√
2

)∣∣∣∣∣

2

+

+
1

2

∣∣∣∣∣∣
∑

odd l

Al · Yl0(θ, φ) · cos θ′+

+i
∑

odd l

Bl ·
(

Yl−1(θ, φ) + Yl1(θ, φ)√
2

· sin θ′ ± Yl−1(θ, φ)− Yl1(θ, φ)√
2

)∣∣∣∣∣∣

2

The ± sign in the second formula stands for right and left circular polarization. These
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Figure 3.20: Electron Angular Distribution “Movie” at 293eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.21: Electron Angular Distribution “Movie” at 295eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.22: Electron Angular Distribution “Movie” at 298eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.23: Electron Angular Distribution “Movie” at 302eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.24: Electron Angular Distribution “Movie” at 306eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.25: Electron Angular Distribution “Movie” at 309eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.26: Electron Angular Distribution “Movie” at 312eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.27: Electron Angular Distribution “Movie” at 315eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.28: Electron Angular Distribution “Movie” at 318eV Photon Energy. Black arrow
shows the direction of the polarization.
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Figure 3.29: Electron Angular Distribution “Movie” at 320eV Photon Energy. Black arrow
shows the direction of the polarization.
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formulae use the same notation for θ and φ as defined above, and θ′ in the case of the

circular polarization is the angle between the polarization plane and the molecule(Z axis in a

body-fixed frame). The separation of the even and odd l’s is due to the gerade and ungerade

wave functions on the symmetric two center molecule. The Al’s and Bl’s are the complex

amplitudes that need to be determined. They do not depend on the x-ray polarization

and are defined only by the photon energy and the potential of the molecule. Taking into

account that the only values present for the quantum number m are 0,±1 these formulae

can be rewritten as:

flinear(θ, φ, θ′) =

=

∣∣∣∣∣
∑

even l

Al · Yl0(θ) · cos θ′ +
∑

even l

Bl · Yl(θ)√
2
· cos φ sin θ′

∣∣∣∣∣

2

+

+

∣∣∣∣∣∣
∑

odd l

Al · Yl0(θ) · cos θ′ +
∑

odd l

Bl · Yl(θ)√
2
· cos φ sin θ′

∣∣∣∣∣∣

2

(3.1)

fcircular(θ, φ, θ′) =

=
1

2

∣∣∣∣∣
∑

even l

Al · Yl0(θ) · cos θ′ +
∑

even l

Bl · Yl(θ)√
2

(sin φ sin θ′ ± i cos φ)

∣∣∣∣∣

2

+

+
1

2

∣∣∣∣∣∣
∑

odd l

Al · Yl0(θ) · cos θ′ +
∑

odd l

Bl · Yl(θ)√
2

(sin φ sin θ′ ± i cos φ)

∣∣∣∣∣∣

2

(3.2)

where Yl(θ) is defined as Yl(θ) = Yl−1(θ, 0)− Yl1(θ, 0) = 2 · Yl−1(θ, 0).

The simple dependence on the angle φ permits the use of the special data sorting tech-

nique described in Appendix G. In the case of linear polarization this technique allows

for the elimination of the dependence on φ and thus sorting all electron angles into a two

dimensional plot f(θ, 0, θ′) which is the set of polar plots presented in figures 3.20 – 3.29.
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The final fitting forms have been truncated at lmax = 3. Figures 3.30–3.38 show the results

of the fitting for three photon energies. The lmax = 3 truncation is evidently good enough

for high-quality fit. As mentioned above the true complex amplitudes should be the same

for linear and circular polarizations. Since the circular polarization provides certain extra

information about these amplitudes, the fitting procedure was performed on both sets of data

where available simultaneously to force the resulting amplitudes be the same (see fig. 3.39–

3.42). Unfortunately it has been determined that this fitting procedure does not produce

the unique results for the complex amplitudes (see appendix G or [15]). For the different

starting points the fitting would return different sets of amplitudes with the same (down

to several digits) value of the χ2. This is mainly due to the fact that the fitting function

has the squares of the gerade and ungerade contributions which makes them not entirely

independent. This does not mean that the fitting results are absolutely unusable. Some

characteristics are the same for all sets of results. Since the χ2 is the same, the integral value

of the distribution at fixed θ′ is identical down to 5th digit. The uniqueness of the values for

the fitting function f(θ, θ′) provides a reliable measurement of the ratio of σ cross section

to π cross section as a function of the photon energy as shown in figure 3.43. This ratio

has a definite peak around 305eV which is so far in good agreement with the theoretical

calculations of Haacket al. in [7].

Another important parameter that is determined uniquely is the absolute value of the

A3 complex amplitude. It defines the contribution of the f-wave which allows for the further

investigation of the shape resonance. Details of the fitting procedure along with several sets
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Figure 3.30: Electron Angular Distribution fit at 293eV Photon Energy (section 1). Black
arrow shows the direction of the polarization.
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Figure 3.31: Electron Angular Distribution fit at 293eV Photon Energy (section 2). Black
arrow shows the direction of the polarization.
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Figure 3.32: Electron Angular Distribution fit at 293eV Photon Energy (section 3). Black
arrow shows the direction of the polarization.
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Figure 3.33: Electron Angular Distribution fit at 302eV Photon Energy (section 1). Black
arrow shows the direction of the polarization.
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Figure 3.34: Electron Angular Distribution fit at 302eV Photon Energy (section 2). Black
arrow shows the direction of the polarization.
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Figure 3.35: Electron Angular Distribution fit at 302eV Photon Energy (section 3). Black
arrow shows the direction of the polarization.
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Figure 3.36: Electron Angular Distribution fit at 315eV Photon Energy (section 1). Black
arrow shows the direction of the polarization.
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Figure 3.37: Electron Angular Distribution fit at 315eV Photon Energy (section 2). Black
arrow shows the direction of the polarization.
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Figure 3.38: Electron Angular Distribution fit at 315eV Photon Energy (section 3). Black
arrow shows the direction of the polarization.
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of resulting amplitudes can also be found in Appendix G.

The absolute cross-section data can be used together with σσ over σπ information to get

absolute values for the σ and π contributions.

{
f(hν) = σ + π

g(hν) = σ/π
⇒





σ = f(hν)g(hν)
1+g(hν)

π = g(hν)
1+g(hν)

The results of this conversion are presented in the figure 3.44 that indicates a definite

peak in the σ cross section. Figure 3.45 also shows the theoretically calculated cross sections

for comparison.

These calculations were performed by Dr. Mauro Stener6. The agreement of the σ cross

sections is almost perfect and the π cross sections qualitatively very similar but seem to

have a constant shift. The theoretical calculations also include the photoelectron angular

distributions. Figures 3.46 – 3.54 present the results on top of the experimental data for

three different photon energies around the expected position of the f-wave resonance.

The total cross sections were used for normalizing the absolute value of the amplitudes,

see fig. 3.55. Figure 3.56 shows the comparison of the f-wave amplitude obtained from

different fitting conditions — it is clear that the amplitude does not vary much from fit to

fit. The very well pronounced peak around the 300eV photon energy definitely supports

the σ∗ C–C resonance idea in ethylene.

Intuitively, another sign of the resonance might be a phase shift of π across the resonance

for the f-wave amplitude. The information about the absolute phase of the amplitude cannot

be extracted from the fit. The only way to observe this shift is to measure the phase with

6Dipartimento di Scienze Chimiche, Universita’ di Trieste, Italy., Private communications(2002–2003)
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Figure 3.39: f(θ, 0, θ′) Angular Distribution Fit for 295eV Circular Light. Black arrow shows
the direction of the polarization.
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Figure 3.40: f(θ, φ, 0) Angular Distribution Fit for 295eV Circular Light
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Figure 3.41: f(θ, 0, θ′) Angular Distribution Fit for 302eV Circular Light. Black arrow shows
the direction of the polarization.
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Figure 3.42: f(θ, φ, 0) Angular Distribution Fit for 302eV Circular Light
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Figure 3.43: Ratio of the σ Cross Section to the π Cross Section for the Core Electron
Photoionization of the Ethylene Molecule.
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Figure 3.44: Absolute Values of the σ and π Cross Sections

respect to the complex amplitude of a spherical harmonic that is known to have no resonant

behavior in the region of the photon energies involved. It is established that the π cross

section has no resonances in this region and so any of the partial waves that contribute in

it should not have one either. Measuring the phase of the A3 with respect to the B3 cannot

be very reliable since the Y3−1(θ) contribution is weak and using it causes high error bars

in determining its phase. On the other hand, the amplitude of the B1 derived from the fit

seems to be reasonably large and stable. Figure 3.57 shows the resulting phase difference

between A3 and B1 as a function of the photon energy obtained from two separate fitting

results. The clear and similar phase shift of approximately π in value is observed. The rest
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Figure 3.45: Comparison of the σ and π Cross Sections With Theory by Mauro Stener.

of the amplitudes and phase shift differences (due to the gerade initial state) obtained in the

fitting procedure are shown in figures 3.58, 3.59. The connection between these amplitudes

and the total cross section is given by a straightforward relationship:

σtotal = σσ + σπ =
∑

l

A2
l +

∑

l

B2
l
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Figure 3.46: C2H4 Calculated Angular Distributions for 293eV Photon Energy (part 1)
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Figure 3.47: C2H4 Calculated Angular Distributions for 293eV Photon Energy (part 2)
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Figure 3.48: C2H4 Calculated Angular Distributions for 293eV Photon Energy (part 3)
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Figure 3.49: C2H4 Calculated Angular Distributions for 302eV Photon Energy (part 1)
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Figure 3.50: C2H4 Calculated Angular Distributions for 302eV Photon Energy (part 2)
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Figure 3.51: C2H4 Calculated Angular Distributions for 302eV Photon Energy (part 3)
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Figure 3.52: C2H4 Calculated Angular Distributions for 318eV Photon Energy (part 1)
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Figure 3.53: C2H4 Calculated Angular Distributions for 318eV Photon Energy (part 2)
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Figure 3.54: C2H4 Calculated Angular Distributions for 318eV Photon Energy (part 3)
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Figure 3.55: Absolute f-wave Amplitude as a Function of the Photon Energy
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Figure 3.56: Comparison of f-wave Amplitudes from Different Fits
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Figure 3.57: Phase difference between A3 and B1 Complex Amplitudes Obtained from two different
fitting results
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Figure 3.58: Amplitudes of the Partial Waves Contributing to the Total Cross Section due to the
gerade Initial K-shell Electron State
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Figure 3.59: Phase Shift Differences of the Partial Waves due to the gerade Initial K-shell Electron
State
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Chapter 4

Electrons as a Clock

One of the most important problems of quantum mechanics is measurement of the time

scales for different subatomic reactions and the durations of the numerous processes involved.

The time-dependent Schrödinger equation is the basic tool for the theorists and it is often

associated with months of computer calculations even for the simplest systems. Whether

it is the lifetime of a certain state or a time parameter that describes the dynamics of an

atomic or a molecular system, these are not just pure basic research concepts. These are

also very important in industry, medicine and even everyday life. The process of carbon

dating, for example, has been used by scientists and researchers from many different areas

for decades; progress in controlling the duration of a stable nuclear plasma might one day

provide us with an abundant and ecologically clean energy source.

Physicists and chemists are always trying to extend measurements and the control of time-

dependent processes to shorter and shorter time scales. Recent advances in laser technologies

combined with the atomic physics approaches have allowed the monitoring of atomic and

molecular processes on a femtosecond time scale (see [19–21]).
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The current chapter of this thesis is devoted to a special time–measuring technique. There

are many standard approaches to measuring or calculating lifetimes and decay constants

for excited states of molecules, atoms and nuclei. On the other hand, experiments that

provide real–time information about molecular dynamics, constituent rearrangements and

isomerization processes are rare, especially if the studied configuration does not exist in a

neutral natural form. A technique that allows measuring the durations of such processes as

well as determination of the lifetime of the long lived intermediate state is described next.

4.1 Acetylene/Vinylidene issue

Both acetylene and vinylidene1 forms of C2H2 play very important roles in combustion

processes and other organic reaction pathways. The isomerization of the acetylene into vinyli-

dene has been extensively studied (see [22; 23]) for over two decades in both neutral [24–28]

and ionic species [29] and for numerous excitation/ionization entrance channels. The species

that will be covered in this work are the dications of C2H2 molecule in both isomer forms.

Doubly charged positive ions of acetylene and vinylidene have been heavily investigated

through various means [30–36]. A comprehensive ab initio study of the C2H
++
2 molecular ion

by Duflot et al. [37] provided a very detailed interpretation of the photoelectron-photoion-

photoion coincidence (PEPIPICO) experimental data [36; 38] and a description of the decay

pathways for this isomerization as well as for other photo dissociation channels.

1Analyzed data files related to this section can be found in the folder “pawfiles/acetylen” of the attached
CD, with the FORTRAN code being in folder “programs”.
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Figure 4.1: PIPICO Spectrum of the Acetylene/Vinylidene Breakup Channels

The production of acetylene and vinylidene dications covered in this work was accom-

plished through the photoionization of a carbon k-shell electron followed by Auger decay as

described in chapter 2. The presence of vinylidene was first discovered (see appendix I)

while analyzing strange features of the momentum spectrum of the exploding recoils( see

fig. I.1). Note that the PIPICO spectrum for the breakup of the C2H
++
2 molecular ion does

not clearly show the vinylidene as a separate channel. The separation of the different chan-

nels along the diagonal seen in figure 4.1 only works well when the sum of two recoil masses

is unique. By determining the fragmentation channel in the case of the vinylidene (V), the

total mass (12 a.m.u+14 a.m.u=26 a.m.u.) is the same as that for the acetylene (A). Ideally
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Figure 4.2: Labeled PIPICO Spectrum of the Acetylene/Vinylidene Breakup Channels: Diagonal
black line in the middle corresponds to acetylene breakup; V-shape line around it — vinylidene
breakup.

even breakup channels of the same total mass but different mass of individual recoils should

be separable. In this case the V-shape of the stripe on fig. 4.2 expected from the asym-

metric mass breakup, that corresponds to the vinylidene configuration, is so narrow that it

completely overlaps with the acetylene stripe.

Other evidence of the rearrangement of acetylene into the vinylidene dication before

dissociation can be obtained from analysis of the breakup channel found at the lower left

corner of the C2H2 PIPICO spectrum 3.9. An enlarged picture of this channel is shown on

fig. 4.3. It represents the events in which two protons were registered by the recoil detector.

These two protons can be a random coincidence, i.e., they originated from the dissociation

132



0

50

100

150

200

250ID             600
ENTRIES           64033

TOF1(ns)

T
O

F 2(
ns

)

600

800

1000

1200

1400

0 250 500 750 1000 1250 1500 1750 2000

Figure 4.3: C2H2 Proton + Proton PIPICO Coincidence

of two separate molecular ions. They can also be a result of breaking both C–H bonds of

a single acetylene or vinylidene dication. Figure 4.4 shows the relative angle between the

proton momentum vectors in this breakup channel. The corresponding polar plot of this

angular distribution is given by fig. 4.5. It is clear that the random coincidence proton

pairs should contribute a uniform background in these angular distributions. The very low

level of this background supports the fact that most of the proton pairs are correlated and

came from the same parent molecular ion. The large peak at ±180◦ must correspond mostly

to the hydrogen atoms blown off the acetylene dication, which causes them to fly back-

to-back. However, the peak around ±60◦ between the proton momentum vectors cannot

be explained by the breakup of the acetylene configuration and can only come from the

vinylidene ion. Only the dissociation of the vinylidene configuration into two protons and

a positively charged CC+n residual ion can force these protons to fly at such a small angle
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with respect to each other.

The final separation of the A and V channels was done by using momentum conservation.

The momentum vectors of the two recoils that come out of the (C2H2)
++ Coulomb explosion

should be opposite and equal2. As is discussed in appendix I, the right set of recoil masses on

an event–by–event basis cannot be known a priori. The separation procedure thus involved

the test of all three possible sets: 12+14 (C++CH+
2 breakup), 13+13 (CH++CH+ breakup)

and 14+12 (CH+
2 +C+ breakup with heavier particle registered first.). The momentum vec-

tors were calculated for both particles in all three cases and their vector sum was compared

to zero. The set of masses that gave the shortest length for this total momentum vector was

chosen as the correct one and was used in all the further calculations for the parameters of

this particular event. Figure 4.6 shows the momentum and kinetic energy release spectra

as a result of this separation procedure. It was however decided to continue the analysis of

these two channels by looking only at those recoils that have an angle < 45◦ with respect

to the x axis (polarization direction) since that is the region where the separation procedure

was believed to give the most reliable results.

By choosing an even smaller subset of these data — the recoils that are now within

10◦ from the polarization direction — one can plot the photoelectron angular distribution

(in a body-fixed-frame) which would correspond to the σ part of the cross section of the

photoionization. The energy of the photons used in this experiment was 310eV (20eV above

the carbon k-shell ionization potential) and was chosen from considerations of the f-wave

2The momenta carried away by the photoelectron and the Auger electrons were neglected in this proce-
dure.
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Figure 4.5: C2H2 polar plot of the angle between the proton momentum vectors (top) and the
magnification of its fine features (bottom).
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resonance position calculated by Haack [7]. While no conclusive study of the f-wave shape

resonance in acetylene was attempted, the observed sharp features of the electron angular

distribution in the A case (see top section of fig. 4.7), explained by a strong l = 3 harmonic

contribution, was critical to the study discussed in this chapter.

As was mentioned in section 2.1, the photoionization process is very fast even at lower

excess energies than the 20eV used for this part of the experiment. The photoelectron

leaves long before the molecule “decides” whether or not to isomerize. Thus the actual

photoelectron angular distribution is fixed by the initial alignment of the molecule at the

time of the emission of the electron. However, the distribution obtained using the axial recoil

approximation for the A and V channels are different, as seen in fig. 4.7. The middle part of

figure 4.7 represents the angular distribution for the vinylidene breakup and its features are

obviously “washed out” compared to the acetylene case (top of the fig. 4.7). This is explained

by the fact that the axial approximation extraction of the C–C bond direction (molecular

orientation) from the Coulomb explosion returns the orientation of the molecule at the time

of the Coulomb explosion and this may differ from what it was when the photoelectron left

the system. The washout in the angular distribution means that the molecule had a chance

to rotate somewhat before it exploded. On the other hand, the bottom part of figure 4.7

represents the electron distribution in the laboratory frame. This was shown to represent the

case of an infinitely long washout, i.e., the result one would obtain if the molecules rotated by

an infinitely large angle before they broke up. The V case distribution is clearly somewhere

between the top and the bottom case.
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To determine the average angle of rotation performed by the vinylidene molecules the

following technique was used. Knowing that the acetylene distribution represents a “prompt”

breakup, and thus the primary photoelectron angular distribution relative to the target

molecule; one can simulate the rotation observed for the V channel.

To simulate this rotation the data in the A channel

C

C

0θ

'Z
Z

YX

rP
''
rP

were analyzed and sorted the same way as used in

generating fig. 4.7(top) except that before plotting

it the orientation of the molecule was changed by

a random angle. The value of this angle was given

by the Gaussian centered around θ0 with a spread

of 20% of the peak position3. To choose the direc-

tion of the rotation a transfer to a new system of

coordinates was performed. A system in which the

direction of the z-axis was along the original direction of the molecule P̄r was used. The

direction of the molecule, P̄ ′
r, was then set to have a longitudinal angle θ0 and an azimuthal

angle chosen randomly between 0 and 2π. When the new angular distribution is created it

is compared to that measured for the V channel distribution by fitting both of the data sets

with a Legendre polynomial series and measuring the χ2 of the fit to the V data (see fig. 4.8).

Figure 4.9 presents the fitting results for several values of θ0 for comparison4. Recall that it

was decided that the reliable data for the A channel (molecular orientations) lies within a

3The results of the further analysis were found to be not very sensitive to this value.
4The movie of this fitting procedure can also be found in the folder “thesis/movies” of the attached CD.
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45◦ angle from the laboratory x-axis. This limits the rotation simulation process to θ0 6 45◦,

since at higher values of θ0 the “questionable” events might get mixed into the analysis. This

point is reflected by the dashed line on fig. 4.8. The value at infinity is obtained by fitting

the bottom part of figure 4.7 to the V channel distribution. This χ2 distribution has a clear

minimum at 0.33± 0.03 rad.

It is tempting to immediately attribute this angle to the product of the initial angular

velocity of the molecule, due to a finite angular momentum value, and the time between the

Auger decay (main contributor to this angular momentum) and the final Coulomb explosion

of the V form of the dication. However, it is important to remember that some rotation of

the angle of the C–C bond inevitably accompanies the rearrangement from the A to the V

configuration, even if the jump of the hydrogen atom were instantaneous. The minimum

rotation consistent with the mass rearrangement depends on the path the H atom follows in

proceeding from its initial position on one end of the dication to its final location at the other

end. If it goes straight down the C–C axis, no rotation is required; however, this is a very

unlikely path. The details of the transition states through which the dication is expected to

isomerize are described by Duflot et al. [37], and resemble more closely a tangential path

around the center of mass of the system (see fig. 4.10).

The result of a model calculation for a tangential path of the hydrogen was presented

in [39] and resulted in a predicted rotation angle 0.38rad due to an (infinitely fast) mass

rearrangement5. Here the result of more precise calculations from appendix J is used in a

5The results of the Letter [39] were also covered in [40] by Charles Day.
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more detailed analysis of the duration and nature of different events (see fig. 4.12) involved

between the ejection of the photoelectron and the final Coulomb explosion of the dication

C2H
++
2 . The angle of the C–C bond rotation due to the isomerization θI = 0.42± 0.013 rad,

obtained in appendix J, represents the average of the result from three calculations, identical

in their nature, performed for fixed but different values of C–C and C–H bond lengths. These

different values correspond to the three transition states of the C2H
++
2 ion involved in the

isomerization process. The explanation of the fact that the result for θI(0.42rad) is slightly

higher than the value obtained from the simulation for θ0 (0.33rad) can be partially explained

by the following consideration. The trans bent geometry of the acetylene dication (see top

part of fig. 4.12) with the C–C–H angle equal to 128.3◦ was proposed by Duflot in [37] as an

intermediate state before its dissociation into two CH+ ions. It was not presumed here that

this is the only possible pathway for the acetylene dication dissociation, but it needs to be

shown that even this pathway does not dramatically change the results of the analysis or its

applicability. It is logical to assume that the change of the C2H
++
2 linear ground state into

this planar geometry is fast and must take around 10fs, close to the C–H bending vibration

period (see [27; 36]). Any longer time would not be consistent with the sharpness of the

angular distribution shown in the top part of fig. 4.7. This geometry change also inevitably

causes the change of the C–C bond orientation of the dication equal to θV = 0.18± 0.02 rad

(see appendix J). This angle (∼10◦) might seem to be inconsistent with the sharpness of

the acetylene photoelectron angular distribution fig. 4.7(top). However, the result of the

similarly simulated rotation for the ethylene (C2H4) data (see in fig. 4.11) shows that this
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rotation is not big enough to wash out the f-wave lobes. The combined effect of this rotation

in acetylene and θ0 might be in a better agreement with the θI .

On top of the HCCH++ → H2CC++ isomerization process there is a rotation of the whole

molecular ion due to the non-zero angular momentum of the system, originating from the

Auger electron kick. The angle of this rotation will be denoted by θl =
√

l(l + 1)∆t/I. Here

l = 〈r0 × pe〉 = r0pe〈sin (θr0pe)〉 ' 1/2r0pe the average angular momentum from the Auger

decay (r0 being the half distance between the carbon atoms), I is the moment of inertia

of the system, and ∆t is the time from the Auger decay to the Coulomb explosion (see

fig. 4.12). The square of the angle θl can be obtained from the equality6 θ2
l + θ2

I = θ2
V + θ2

0

which reflects that the final rotation of the C–C bond in the case when the isomeriza-

tion takes place is equal to the C–C bond rotations without the isomerization plus the

simulated angle. Even with all this taken into account the value of θ2
l = θ2

V + θ2
0 − θ2

I

is slightly below zero (0.182 + 0.332 − 0.422 = −0.0351) which can only mean that θl

must be zero within the error bars ⇔ instantaneous isomerization process. The error bar

analysis gives ∆(θ2
l ) =

√
(∂(θl)2/∂θv ·∆θv)2 + (∂(θl)2/∂θ0 ·∆θ0)2 + (∂(θl)2/∂θI ·∆θI)2 =

√
4(.18 · .02)2 + 4(.33 · .03)2 + 4(.42 · .013)2 = 0.0237. Then taking θl 6

√
.0237 ' .15 rad

one can put an upper limit on ∆t = θlI/
√

l(l + 1) to be 4.2 · 103a.u. '100 · 10−15sec =

100fs (where it was assumed that I = 9.5 · 104 a.u. and l ' 1/2r0pe = 1/2 · 1.2 · 5=3 a.u.).

6The proper formula for the addition of angles of independent rotations can be obtained
from the addition of angular velocity vectors 〈θ〉 = 〈

∣∣∫
∆t

ω̄dt
∣∣〉 = 〈

∣∣∫
∆t

(ω̄1 + ω̄2)dt
∣∣〉 =√∣∣∫

∆t
ω̄1dt

∣∣2 +
∣∣∫

∆t
ω̄2dt

∣∣2 + 〈∫
∆t

ω̄1dt · ∫
∆t

ω̄2dt〉 where the dot product is averaged over the angle between

the resulting vectors and thus is equal to zero, so 〈θ〉 =
√∣∣∫

∆t
ω̄1dt

∣∣2 +
∣∣∫

∆t
ω̄2dt

∣∣2 =
√

θ2
1 + θ2

2.
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Figure 4.11: Ethylene photoelectron angular distribution for the horizontally oriented
molecule (parallel to the polarization direction of the 302eV photons). Top — original
data — no rotation. Bottom — electron angular distribution for simulated rotation of the
molecule by .18rad (∼ 10◦).
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Figure 4.12: Event Sequence For Acetylene and Vinylidene Breakup Channels
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Recall again that ∆t is the time between the Auger decay7 and the Coulomb explosion which

means that both the duration of the isomerization process and the lifetime of the vinylidene

dication are within this time interval and thus are limited by its value of <100fs.

7A higher value of the angular momentum, for example due to the finite initial target gas temperature,
would result in even shorter ∆t.
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Chapter 5

Summary

In this thesis a detailed experimental study of k-shell photoionization of the hydrocarbons

C2H2 and C2H4 was presented. The experiment was conducted by using the cold-target-

recoil-ion-momentum-spectroscopy (COLTRIMS) setup with 4π solid angle detection capa-

bility. In this kinematically complete experiment the positions and the times-of-flight of

both molecular ion recoils and the photoelectron were measured and converted into the cor-

responding 3d momentum vectors. The high electron and recoil momentum resolution in

the experiment provided the means of selecting particular reaction channels corresponding

to well defined energies of the reaction products. The kinetic energy release of hydrocarbon

molecules was found to be monoenergetic with the peak position near 5eV total recoil en-

ergy (±2eV depending on the particular molecule and breakup channel). The photoelectron

energy distribution was found to have a main peak at the position defined by the difference

between the photon energy and the k-shell ionization potential, and several satellite peaks

at lower energies corresponding to different excited states of the residual molecular ion. The

analysis concentrated on processes corresponding to electrons in the main peak only; thus
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the satellites were not studied in this work and were properly gated out. The dissociation

of the molecular dication, created by the photo-ionization of the k-shell electron and the

following Auger decay, was used to determine the molecular orientation at the time of the

photoelectron emission, using the axial recoil approximation. This allowed the measurement

of the photoelectron angular distributions in the molecular frame. The experiment was per-

formed over a range of photon energies from 293eV to 320eV. The photoelectron angular

distributions as well as total and partial cross sections for k-shell photoionization were ob-

tained as a function of energy in the case of the ethylene molecule (C2H4). The photoelectron

angular distributions were fitted by a function resembling the theoretical differential cross

section in general form. The set of dipole transition matrix elements was extracted. The

amplitude of the matrix element corresponding to the contribution of the l = 3 partial wave

exhibits a resonance behavior around 300eV photon energy. It was determined that due

to the symmetry of the studied system (C2H4) not all the matrix elements (amplitudes and

phases) can be determined uniquely. A direct comparison between the theoretical body-fixed

frame angular distribution ( by M. Stener) and the present results showed good agreement.

In case of the C2H2 molecule it was determined that both isomers — acetylene and

vinylidene — of the doubly charged molecular ion contribute to the final quasi-symmetric

breakup channel (CH++CH+;C++CH+
2 ). The analysis of the photoelectron angular distri-

butions corresponding to these different breakup channels revealed an important difference.

The molecular rotation before the dissociation in the case of vinylidene was found to be sub-

stantially larger than in the case of the acetylene. This was inferred from the washout of the
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corresponding photoelectron angular distribution. A special technique was used to extract

the angle of rotation of the vinylidene dication. It was found to be 19±2◦ with respect to

the similarly measured acetylene C–C bond orientation. By subtracting the rotational con-

tribution of the C–C bond due to the isomerization process and assuming the initial angular

momentum of the molecular ion to be defined by the Auger electron kick, an upper bound

for the isomerization time and the lifetime of the vinylidene dication was determined to be

100fs.

Proposals for the future experiments studying the molecular structure and fragmentation

pathways of the hydrocarbons include laser pump-probe experiments. With the current

advances in laser techniques it is believed that a time step resolution of 10fs can be achieved

in the study of the acetylene isomerization process, for example.
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Appendix A

ALS Beam Lines Specifications

Table A.1: Beamline 9.3.2 Specifications
Source characteristics Bend magnet
Energy range 30-1400 eV
Monochromator SGM (gratings: 100, 600, 1200 lines/mm)
Calculated flux (1.9 GeV, 400 mA) 1011 photons/s/0.1%BW at 400 eV
Resolving power (E/DE) 3000 typical, 8000 max (with 10-µm slits)
Spatial resolution 0.5 x 1 mm

Table A.2: Beamline 4.0.2 Specifications
Source characteristics 5.0-cm-period elliptical polarization undulator

(EPU5)
Energy range 52-1900 eV
Monochromator Variable-included-angle PGM
Calculated flux (1.9 GeV, 400 mA) 1 x 1013 photons/s/0.1%BW at 800 eV [Value

reported is the merit function, flux = total flux
x (degree of circular polarization)2.]

Resolving power (E/DE) 5,000-10,000 (at source-size limit; energy-
dependent) >25,000 (64 eV, 10-mm en-
trance/exit slits)

Special notes Polarization is user selectable; linear polariza-
tion continuously variable from horizontal to
vertical; left and right elliptical (or circular)
polarization.

153



Appendix B

Extraction of the Jet Parameters
From the Experimental Data

Theoretical calculation of the gas jet

Vt

Vj

L

r

l

r

V

V

j

t =

temperature and velocity even for atomic

gases is mainly based on a semi-empirical

formulae and certain tabulated functions

(see [41–43]). Extending this calcula-

tion to molecular gases would be much

less reliable. Another approach to this

problem is to extract all critical infor-

mation straight from the experimental

data.
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It is clear that jet has different temperatures for different degrees of freedom. The tem-

perature of the transverse motion1 is minimized by what is called “geometrical cooling”. The

aperture, the size of which is very small compared to the distance to the nozzle (see section

2.2 for exact numbers), cuts the transverse velocity down to the small fraction of common

jet velocity Vj. Vj is related to the temperature of that direction in general defined by the

thermodynamics of the gas expansion, pressures in the system, etc. It can be measured in

several ways.

The first way uses the single ionization process. It is quite common for the photon beam

to create many singly ionized molecular ions even at the high photon energies. This usually

creates a bright spot of events a little above the detector center. On the other hand the x-

rays passing through the spectrometer ionize the molecules not just in the jet but also from

the background gas. This creates a low intensity stripe of the “hot gas” on the detector (see

fig. B.1). The center of the stripe defines the y-position of the x-ray and gas jet intersection.

By measuring the position of the single ionization spot with respect to the hot gas stripe and

dividing it by the corresponding time of flight, the jet velocity Vj can be calculated. From

figure B.1, for example, the distance is 3mm and the time-of-flight is 3µs which yields the

Vj ≈ (5± 2) · 10−4a.u.

The initial y position does not have to be identified with the gas that will be used for the

target in the main experiment. As a matter of fact none of the experimental setup parameters

need to be set to their final values. The stripe can be created with the most convenient

1Here the word “transverse” refers to the motion in the plane perpendicular to the jet direction.

155



ID             500
ENTRIES          304069

-100

-80

-60

-40

-20

0

20

40

60

80

100

-100 -80 -60 -40 -20 0 20 40 60 80 100

Figure B.1: Hot Gas Stripe on the Recoil Detector in the C2H2 experiment.
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Figure B.2: PIPICO Gate for the C2H2 Deprotonation Reaction.

gas, spectrometer electric and magnetic field and the photon energy. This position is only

defined by the x-ray beam height and does not change when any of the above parameters

are adjusted. The single ionization spot, obviously, has to be measured with the gas whose

jet velocity needs to be determined.

The other technique of measuring the initial y position together with the average jet

velocity is based on the specific nature of the hydrocarbon molecule and its particular breakup
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Figure B.3: C2H2 Deprotonation Reaction Position Spectra.
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channel. This method uses the difference in position of recoils of different masses. It was

observed that the deprotonation reaction dominates the rest of the breakup channels in the

K-shell photoionization reaction of any hydrocarbon molecule (see table 3.1). In this case

after the Coulomb explosion the proton has a time-of-flight about 5 times shorter than the

residual molecule. Thus, it shifts up due to the common jet velocity considerably less than

the second recoil, as seen from figure B.3 (the breakup channel gate is shown in fig. B.2).

By measuring the central position of both recoil distributions and their times-of-flight the

jet velocity and the x-ray height can be determined with a very good precision. First let us

assume that all the positions are known. Then for the recoils that start with only the jet

velocity:

{
Vj · t1 = y1 − y0

Vj · t2 = y2 − y0

t1 and t2 — time-of-flight of the first and second recoil

y1 and y2 are their positions on the detector

After solving for Vj and y0 one gets:

Vj =
y2 − y1

t2 − t1
; y0 =

y2t1 − y1t2

t2 − t1
(B.1)

The values of y1 and y2 are nothing else but the centers of the corresponding recoil position

distributions as marked on figure B.4, and the value for t1 and t2 are equal to the times-of-

flight of zero–momentum recoils of a proper mass. The calculation for the shown example

of C2H2 deprotonation yields

Vj = 900m/s± 100m/s = (4.1± .4) · 10−4a.u.
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Figure B.4: C2H2 Deprotonation Reaction Position Spectra with Marked Centers.
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Figure B.5: Y Component of the Center-of-Mass Velocity Distribution for C2H2.
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Yet another technique of measuring Vj provides not only its value but also gives the

whole distribution which would define the temperature of the gas2 if there were no Auger

electron kick. The recoil momentum calculation part of section 2.3 discusses the technique of

calculating the relative momentum of two recoils independent of Vj assuming the momentum

conservation in the center-of-mass frame. Starting from the same assumption the velocity of

the center of mass also can be calculated:

{
P1y = (4y1/t1 − Vc)m1

P2y = (4y2/t2 − Vc)m2

⇒ (4y1/t1 − Vc)m1 = −(4y2/t2 − Vc)m2

So the final result for the Vc is

Vc = (
m24y2

t2
+

m14y1

t1
)/(m2 + m1) (B.2)

The typical Vc distribution is shown in figure B.5, and it is clearly centered at Vj = 900ms

which agrees with the previous calculation. The distribution of Vc is due to the Auger electron

momentum and the initial temperature of the gas. From the width of the distribution the

upper bound on this temperature is ∼ 100K.

2Namely it would be the temperature of the gas in the jet direction as well as the temperature of all
rotational and vibrational degrees of freedom
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Appendix C

Delay Line Detectors

State-of-the-art delay line position sensitive detectors (PSD) are essential for the present

COLTRIMS experiments. Multi-hit data collection and analysis is an inseparable part of

most of these experiments. The experiment covered by this thesis, for example, involved the

collection of at least three particles per event, out of which at least two were registered on

the same detector.

The main principle of these detectors1 (see fig. C.1, C.3, and C.4) is the timing infor-

mation obtained by collecting the signals from two (or three) overlapping layers of wires,

wound to make a few hundred turns. The layer with vertical turns provides the x-coordinate

information, and the layer with horizontal turns — y-coordinate of the hit2. When a particle

hits the detector system, it sets off an electron avalanche in the multi-channel plates. These

multi-channel plates (MCP) work like a regular photomultiplier. The electron cloud created

1All of the detectors used in the presented experiment were RoentDek Delay Line position sensitive
detectors. Most of the figures in this appendix were adapted from the RoentDek Position Sensitive Detector
Manual that can be obtained from http://www.roentdek.com/ web page, where the reader can find more
technical information and details on the specific detector parameters, detector use and assembly not covered
here.

2Hex anode detectors have three overlapping layers at 60◦ with respect to each other and provide redun-
dant position information.
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Figure C.1: Schematics of the RoentDek Delay Line Detector Assembly.

by them hits the wire turns of the anode and creates a pulse of current traveling in these

wires from the position of the hit towards both ends of each wire. The time it takes for this

pulse to travel to the end of the wire and to get registered by the electronics3 is proportional

to the distance from the hit position to the corresponding edge of the detector and thus

proportional to the corresponding coordinate of the hit. The signals from opposite edges of

the detector are in this sense redundant and used together to increase the accuracy and to

eliminate noise when possible. The equations for the coordinates used in case of the square

3This pulse is processed by the differential amplifiers for the noise reduction. For that reason there are
actually two parallel wires wound for each direction. One of these has about 50V higher potential applied so
that the electron cloud gets attracted much more to it than to its neighbor. This insures that only one wire
carries the actual signal and the other carries only the electronic noise which should be identical for both
and is taken care of by the differential amplifiers.
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anode detectors are

X = k(tr − tl) ; Y = k(tt − tb) (C.1)

where tl, tr, tb, and tt are the timing signals from left, right, top, and bottom edges of the

detector, respectively, and k is the conversion constant (usually in mm/ns) extracted from

the mask detector calibration. The arrival of the pulse to the particular edge of the detector

serves as a stop signal for the proper time interval. The start signal4 is the same for all four

timings and is taken off the MCP; it is also used to obtain the time-of-flight information.

The position and the time-of-flight resolution of these detectors is usually defined by the

electronics used to register all the signals. The best resolution of the time-of-flight is around

25 picoseconds and is mostly defined by the MCP parameters. The position resolution of the

detectors themselves is around 0.1mm (see fig. C.2). In spite of the fact that the wire turns

are about 0.5mm from each other the resolution is usually much better than that. This is

explained by the fact that the electron cloud is spread enough to hit several turns at the same

time by creating a pulse in each wire loop. These pulses overlap and create a Gaussian shape

pulse of about 10 nanoseconds duration with the peak position not necessarily in the exact

discreet position of any of the wire loops. The detection efficiency of these PSD systems is

around 10 -20% and is defined by the performance of the multi-channel plates .

The main feature that distinguishes delay line detectors from most of the other types

of PSD’s is its multi-hit capability. This brings up another parameter that describes the

4Any common signal can actually be used for the start of the position signals — when the difference is
taken (tr − tl or tt − tb), the arbitrary relative start time cancels out.
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Figure C.2: Enlargement of a shadow mask image, obtained by a DLD80 (80mm) detector.
The hexagons are 3 mm wide, the obstacles have a 0.2 mm width. One channel corresponds
to approximately 0.08 mm.
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a)

b)

Figure C.3: RoentDek Delay Line Detectors. Assembly of the a) square and b) hex
anode delay line detectors.
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delay line detector performance — its pulse-pair-resolution. For the electronics used in

this experiment (the RoentDek detectors) this is around 10 nanoseconds. This means that

if two particles hit the detector within this time period only one time-of-flight signal will

be registered and the position information of the second or even both particles would be

questionable. Again this is defined by the electronics used to register and analyze these

signals. The best available electronics today produce a dead time of about 10 nanoseconds.

As long as there is at least one module that has this dead time in the device chain that

processes these timing signals, the pulse-pair-resolution of the system will be at least this

long.

An important detail about the hit position information extraction with delay lines is the

constant value of the so called time-sum. The time it takes for a signal to get from the hit

position to the edge of the detector (say left) is given by tl − tmcp where tmcp is the time of

the MCP signal. The time defined by (tl− tmcp)+ (tr− tmcp) = tl + tr− 2tmcp (tt + tb− 2tmcp

for the Y coordinate) defines the time it takes for the signal to travel from one side of the

detector to the other and is thus constant and equal to the length of the wire of the proper

layer divided by the speed of light. Of course that is only true if the tl and tr (tt and tb)

signals belong to the same hit. Checking the signals against this condition helps to assign

proper X and Y coordinates to the corresponding time-of-flight and to eliminate signals due

to noise. The typical value of the time-sum is equal in nanoseconds to the size of the detector

in mm (80mm detector has ≈80ns time-sum, for example).

The fact that the time-sum is usually longer than 10ns means that besides the particles
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that hit the detector within 10ns from each other one must take special care with the particles

that hit within a time interval equal to or less than the time-sum. The following table is an

example of the time signals for two particles hitting the detector with the time-sum equal

to 80ns:

hit # tmcp tl tr X

1 0ns 60ns 20ns -40

2 20ns 30ns 90ns 60

Unfortunately in the real experiment signals from different wires are collected into separate

independent channels of the multi-hit time-to-digital converter (MTDC), so after the event

digitization one has a set of sorted arrays of signals. For the above example this set looks

like:

tmcp tl tr

0 30 20

20 60 90

If one just starts calculating the coordinate by using the ordered signals in the MTDC

channels the result would be X1 = 20 − 30 = −10 and X2 = 90 − 60 = 30, which is

incorrect!! The right procedure includes the time-sum check of every possible pair of signals.

This is just a small part of the hit reconstruction procedure discussed in section 2.3.1.

The figure C.5 shows the position of the second hit that takes place within 10ns from the

first one that hits the center of the detector. The white area is where the reconstruction of

the second hit time and coordinate information is impossible. Compare the results obtained

for the square anode and the hex anode. The better results obtained with the hex anode are

due to the extra redundancy in the position information. The three layers of the hex anode
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are labelled U , V , and W and the information about the position along the corresponding

directions is obtained as (with proper time-sum conditions)





U = tu2 − tu1

V = tv2 − tv1

W = tw2 − tw1

;





sumu = tu2 + tu1 − 2tmcp

sumv = tv2 + tv1 − 2tmcp

sumw = tw2 + tw1 − 2tmcp

(C.2)

but now besides these there is an extra relationship5

U + V + W = 0 (C.3)

It is clear that the coordinate information for these detectors can be obtained from any pair

of layers.

For example, the use of the hex anode together with special electronics and reconstruction

software can dramatically improve the result of the multi-electron detection experiment.

www.RoentDek.com web site can be visited for more performance boosting tips, tricks

and suggestions on the delay line detectors.

5The signs in this relationship depend on the direction chosen for each layer.
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a)

b)

Figure C.4: Hex Delay Line Anodes. a) Regular Hex anode HEX80, a delay-line anode
with three layers for redundant multi-hit detection. b) Hex80/o - Hex anode with central
hole 6.4mm diameter for primary beam transmission. The gap in each layer does not pose
the problem due to redundant data obtained from the other two layers.
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a)

b)

Figure C.5: Pulse Pair Resolution. White area is where reconstruction of two hits is
impossible due to the 10ns electronic dead-time in a) Square DL with Delta tpp = 2.5ns and
b) Hexagonal DL with Delta tpp = 0ns.
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Appendix D

Electron Momentum Reconstruction
in the Magnetic Field

In this appendix two ways of calculating the electron transverse momentum are pre-

sented. While the first technique has been found to give a better physical picture of the

process, the second one presents a much more precise derivation procedure resulting in the

same system of equations for the final values of the momentum. All calculations have been

done assuming that the electrons are moving in a constant magnetic field and the electric

field is uniform in the transverse direction of the spectrometer, i.e., there are no electrostatic

lens effects. Another assumption is that the electric field is parallel to the magnetic field.

While the last condition is not always perfectly fulfilled the following equations easily can

be extended to the case when the fields are not absolutely parallel, especially if the angle is

small.
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Intuitive Approach.

The final goal of this exercise is to get the initial electron transverse momentum (perpendic-

ular to the magnetic field direction) as a function of the position of the hit on the detector

and its time-of-flight. The transverse plane will be referred to as the XY plane1 (the detector

plane) and the magnetic field is assumed to go into the XY plane. Thus the electrons will

move in counterclockwise direction. Respectively, the results for the opposite direction of

the magnetic field will be referred to as the “clockwise” case.

Let us start with the simple case — the electron

(0,0)

ϕ

X

R

r

Y

β

initial momentum is along the positive X direction.

Due to the Lorentz force the electron will be follow-

ing a counterclockwise circular path in the Y>0 half

plane. Recall that the electric field is always perpen-

dicular to the XY plane and thus it does not affect the Px and Py components of the electron

momentum. This is why the final equations for Px and Py do not have any explicit2 de-

pendence on the spectrometer electric field. The equation that describes the circle that the

electron travels along is r = 2R sin ϕ, where r and ϕ are the polar coordinates, and R is the

1The coordinate system chosen here for the convenience of the derivation is different from that used in
the analysis section of this thesis. There the horizontal direction in the plane of the detector is taken to be
the Z direction — the direction of light, vertical direction is Y, and the third direction is X — the direction
of the electric field of the spectrometer, magnetic field and the X-ray polarization when the linearly polarized
light is used. When dealing with the relative angular distributions such details as right-handedness of the
coordinate system used should be very carefully taken care of when converting from the equations derived
in this appendix to the equations used in the final analysis or the analyzing software programs.

2The position of the hit on the detector and the time-of-flight do depend on the spectrometer electric
field. However, this dependence cancels out in the final values of Px and Py.
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constant radius of the circle. From the basic geometry it can be shown that ϕ = β/2, where

β = ωt and ω is the cyclotron frequency that can be found as follows:

ω =
V

R
,

V 2

R
=

Fl

m
=

qV B

m
⇒ V =

qRB

m
⇒ ω =

qB

m
= B

e

me

, P⊥ = RBe

where V is the value of the velocity in the XY plane, q is the charge of the particle, m is the

mass of the particle, B is the value of the magnetic field, Fl is the Lorentz force and P⊥ is

the value of the electron momentum in the XY plane. Going back to the trajectory equation

r = 2R sin
ωt

2
⇒ R =

r

2 sin ωt
2

⇒ P⊥ =
rBe

2 sin ωt
2

=
rmeω

2 sin ωt
2

The result is the value of the transverse electron momentum as a function of r, ω and t which

can all be extracted from the measured parameters. This result does not depend on either

the direction of the magnetic field nor the direction of the momentum, thus it only gives the

its absolute value.

After a closer look at this expression, one will no-

X

Y

(0,0)

X’

Y’

γr

α
ϕ

R

counterclockwise

tice that if the electron makes one full circle and goes

on the second one, that is 4π > ωt > 2π the result

becomes negative. This is an artifact caused by the

original equation of the circle. Thus, to be exact, the

expression should be

P⊥ =
rmeω

2| sin ωt
2
| (D.1)

Let us now consider the case when electron initial momentum has an angle α with respect

to the X axis. This time γ = ωt/2 and α = ϕ − γ ± 2π. As before ϕ = arctan Y
X

— is the
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polar angle3. Thus α is given by arctan Y
X
− ωt

2
± 2π. Now by means of equation D.1 one

obtains

Px = P⊥ · cos α = P⊥ · (X
r

cos
ωt

2
+

Y

r
sin

ωt

2
) =

meω

2
(X cot

ωt

2
+ Y )

Similarly, the expression for Py is

Py =
meω

2
(Y cot

ωt

2
−X)

So the final result for the counterclockwise direction of electron motion is




Px = mω
2 sin ωt

2

(X cos ωt
2

+ Y sin ωt
2
)

Py = mω
2 sin ωt

2

(Y cos ωt
2
−X sin ωt

2
)
⇔ (D.2)

⇔
{

Px = meω
2

(X cot ωt
2

+ Y )

Py = meω
2

(Y cot ωt
2

− X)
(D.3)

By repeating this whole derivation procedure with

X

X’
α

R

r

Y

γϕ
(0,0)

Y’

clockwise

the opposite magnetic field direction the result can be

obtained for the clockwise direction of electron mo-

tion. After noticing that α = γ − ϕ ± 2π and thus

α = arctan Y
X
− ωt

2
± 2π the rest of derivation is iden-

tical

{
Px = meω

2
(X cot ωt

2
− Y )

Py = meω
2

(Y cot ωt
2

+ X)
(D.4)

3This formula gives the right result only in the top two quadrants; in the bottom two a special care should
be taken.
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These formulae work for all angles and all values of the time-of-flight, in spite of the fact

that the absolute value sign in result D.1 was ignored and arctan Y
X

is not always equal to the

polar angle ϕ. One can verify this by running simple checks with different values of electron

momentum. It also follows from a more precise derivation that comes next.

Equations of Motion Approach.

Start with e V ×B = ma ⇒ a = V ×B e/m,

or after opening up the cross product with B =




0

0

B


 ⇒

V̇x = Vy · eB

m
V̇y = −Vx · eB

m
(D.5)

Take the time derivative of the above

V̈x = V̇y · eB

m
V̈y = −V̇x · eB

m
(D.6)

and substituting (D.5) into equations (D.6) one obtains

V̈x + Vx ·
(

eB

m

)2

= 0 V̈y + Vy ·
(

eB

m

)2

= 0

together with the following initial conditions

Vx|t=0 = V · cos α Vy|t=0 = V · sin α
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the resulting velocities as a function of time are given

{
Vx = V · cos (α + ωt)

Vy = V · sin (α + ωt)
with ω = ±eB

m

As one can see, the direction of the rotation is not well defined from these equations — either

positive or negative ω gives the good solution. So all the precautions that have been taken

before to determine the direction of the rotation, are still in order.

Integrating the above velocities with the initial conditions on the coordinates X|t=0 = 0,

Y |t=0 = 0 gives

{
Vx = V · cos (α + ωt)

Vy = V · sin (α + ωt)

Some useful trigonometric formulae:
cos (α± β) = cos α cos β ∓ sin α sin β
sin (α± β) = sin α cos β ± sin α cos β

1− cos (2α) = 2 sin2 α
sin (2α) = 2 sin α cos α

The last pair is the result of the first two in case
α = β

By means of the trigonometric formulae the above system of equations can be rearranged in

the following way

{
ωX = V · (sin α cos (ωt) + cos α sin (ωt)− sin α)

ωY = V · (cos α− cos α cos (ωt) + sin α sin (ωt))

The final goal is to get Px and Py as a function of coordinates on the detector X, Y ,

time-of-flight and the cyclotron frequency ω. Recall that Px = mVx|t=0 = mV cos α and

Py = mVy|t=0 = mV sin α. By substituting this into the above. . .

{
mωX = Py cos (ωt) + Px sin (ωt)− Py

mωY = Px − Px cos (ωt) + Py sin (ωt)
⇔

{
mωX = Py(cos (ωt)− 1) + Px sin (ωt)

mωY = Px(1− cos (ωt)) + Py sin (ωt)

Now by converting to half the angle

{
mωX = 2(Py sin (ωt/2) + Px cos (ωt/2)) sin (ωt/2)

mωY = 2(Py cos (ωt/2)− Px sin (ωt/2)) sin (ωt/2)
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Finally solving for Px and Py





Px = mω
2 sin (ωt/2)

(X cos (ωt/2) + Y sin (ωt/2))

Py = mω
2 sin (ωt/2)

(Y cos (ωt/2)−X sin (ωt/2))
⇒ (D.7)

{
Px = mω(X cot (ωt/2) + Y )/2

Py = mω(Y cot (ωt/2) − X)/2
(counterclockwise) (D.8)

If the ω is replaced by −ω everywhere, one gets equations for the “clockwise” rotation,

as in the direction of the electrons along their circular trajectory:

{
Px = mω(X cot (ωt/2) − Y )/2

Py = mω(Y cot (ωt/2) + X)/2
(clockwise) (D.9)

Both t and ω can be extracted from the experimental data. The use of these formulae is

the most convenient and does not accumulate large error bars.

179



Appendix E

Exact Wiggles Spectrum Curve
Calculation

In addition to the technique described
E
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emEV /2 00 =

⊥V

||V

in the calibration part of section 2.3 there

is another way to obtain the cyclotron

period (or frequency), absolute time-zero

and the electric field of the spectrometer

at the same time. This could be done

by fitting the wiggles spectrum obtained

for the mono-energetic electron with the

analytical curve, as done in the bottom part of figure 2.17. To obtain this analytical curve

(the distance of the electron hit from the center of the detector as a function of its time-of-

flight) let us first consider the simple case of a single acceleration region that electrons fly
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through before they hit the detector. Equation D.1 can be rewritten as

r = 2
V⊥
ω
| sin ωt

2
|

where t is the time-of-flight plotted along the x-axis of the wiggle spectrum, r is the distance

plotted along its y-axis, ω is the cyclotron frequency, and V⊥ is the initial electron velocity

in the plane of the detector.

Next, V⊥ needs to be expressed in terms of the known values:

V⊥ =

√
2E◦
me

− V 2
‖

where V‖ is the initial electron velocity along the field of the spectrometer, and E◦ is the

electron initial energy. The V‖ in turn can be derived from the time-of-flight and spectrometer

parameters:

V‖ =
S

t
− E e

2me

t

where E is the spectrometer electric field. So the final result is

r = 2

√
2E◦
me

− (S
t
− E e

2me
t)2

ω
| sin ωt

2
| (E.1)

or, if the absolute time-zero is fitted also:

r = 2

√
2E◦
me

− ( S
t−tz

− E e
2me

(t− tz))2

ω
| sin ω(t− tz)

2
| (E.2)

This is the final form of the fitting function. As one can see, the list of fitting parameters

includes ω, tz, S, E , and even E◦. A similar but more complicated formula can be obtained

for the case of two acceleration regions. In that case the expression for V‖ would be a solution
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of the cubic equation (see Appendix F for a similar derivation). It is quite often the case that

the time-of-flight spread of the electron distribution is much smaller than the time-of-flight

of the zero-momentum electron, which usually is the central position of that distribution.

Then equation E.2 can be approximated by:

if 4t ¿ t◦ then r ≈ 2

√
2E◦
me

− ( E e
2me

(t− t◦))2

ω
| sin ω(t− tz)

2
| (E.3)

where t◦ is the center of the distri-

t0

bution. This functional form will

still work for the fitting process

in most cases, but now it has an

easily recognizable form: it is an

equation of the circle times the os-

cillation equation. Another advan-

tage of this formula is that, as long as the preceding condition holds, the formula works for

any spectrometer design, no matter how many different field regions it has.
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Appendix F

The PIPICO Spectrum Fitting

Most of the features (stripes and islands) of the PhotoIon-PhotoIon-Coincidence (PIPICO)

spectrum can be fitted with analytical curves. There are a couple of rules of thumb that

help in identifying the coincidence features. First of all the stripe should be relatively sharp

— the recoils originating from any kind of Coulomb explosion or molecular dissociation are

subject to momentum conservation.

The features of the PIPICO spectrum
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S

EEEE

are defined by the relationship between

the times-of-flight of the recoils that orig-

inated from the breakup of the same

molecule. These times-of-flight are de-

fined by the initial velocities of these re-

coils in the lab frame, not the center-of-mass frame. The momentum conservation require-

ment can be applied to the lab frame momentum vectors only if they are reasonably close

to the corresponding center-of-mass momenta, i.e., if the center-of-mass momentum before
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the dissociation is much smaller than the relative momentum of recoils obtained during the

dissociation. It is the component of the initial center-of-mass momentum along the time-of-

flight direction that defines the width of the PIPICO spectrum stripes. If there are more

than two recoils1 of a similar momentum the picture will obviously get much more washed

out.

Consider the symmetric Coulomb explosion that results in two recoils of the same mass

m and charge q. From momentum conservation their velocities are of the same value and

opposite sign. From now on the subscript ‖ will be implicit since the only direction that is

of interest in this section is the direction of the electric field. The equations for the distances

traveled to the detector in a single acceleration region would be:

{
S = vt1 + at21/2

S = −vt2 + at22/2
(F.1)

After adding and subtracting these two equations one obtains:

{
v = a4t/2

2S = −v4t + a4t2/2 + at1t2
where 4t = t2 − t1 (F.2)

The top equation can be rewritten to get the well known “turn around” time 4t = 2v/a.

Eliminating v from equations F.1, one obtains:

2S = −a4t2/2 + a4t2/2 + at1t2 ⇒ t1t2 = 2s/a

Or in the final fitting form:

t2 =
t20
t1

where t0 =

√
2Sm

Eq
(F.3)

1The TOF1/ TOF2 picture for a three-particle breakup still looks quite sharp, but is not described by
the present equations and, thus, does not agree very well with the derived fit (see L+M channel of fig. 3.9).
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In this case t0 is the time of flight of the zero-momentum recoil. For a more general case of

recoils with masses m1 and m2 and charges q1 and q2 the system of equations F.1 will look

as follows:

{
S = Pt1/m1 + Eq1t

2
1/(2m1)

S = −Pt2/m2 + Eq2t
2
2/(2m2)

given that P1 = −P2 = P recoil momentum.

Rewriting this to cancel out the momentum value:

{
m1S/t1 = Pt1 + Eq1t1/2

m2S/t2 = −Pt2 + Eq2t2/2
⇒ S(m1t2 + m2t1)

t1t2
=

E

2
(q1t1 + q2t2)

The last expression can be rewritten in a form of a simple quadratic equation:

t22(Eq2t1) + t2(Eq1t
2
1 − 2Sm1)− 2Sm2t1 = 0

The solution of which is:

t2 = b +

√
b2 +

2Sm2

Eq2

; b ≡ Sm1

t1Eq2

− q1

2q2

t1 (F.4)

The FORTRAN function t1t2(tof,. . . ) at the end of this chapter takes as an input the

time-of-flight t1 of the first recoil in ns, the electric field in V/cm, the spectrometer distance

in cm, masses and charges of the first and second recoil in a.m.u. and a.u., respectively,

and returns the time-of-flight t2 of the second recoil. The non-zero value of the “shift”

parameter is sometimes useful for correcting for the short high-field region between the end

of the spectrometer and the detector. This is just a first order correction, however.
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If more accurate results are desirable, the use of the function for the two electric field

regions is recommended (see function pipico2(tof,. . . ) below for example). The first step in

its derivation would be the same as for any other spectrometer field configuration. It is also

a procedure that always takes place in any COLTRIMS analysis anyway — calculation of

the initial velocity (or the momentum) from the time-of-flight — whether it is an analytical

solution, iteration function or a look up table. For the case of two acceleration regions it can

be calculated exactly: 



S1 = v◦t1 + a1t
2
1/2

S2 = (v◦ + a1t1)t2 + a2t
2
2/2

t = t1 + t2

(F.5)

Here v◦ is the initial velocity of the first recoil that needs to be found; S1, S2 are the

lengths of the first and second region; t1, t2 are the times spent by the first recoil in the

corresponding region; t is the total (measured) time-of-flight of the first recoil; a1, a2 are

the proper accelerations of the first recoil given by a1 = E1q1/m1 and a2 = E2q1/m1. After

canceling out v◦ and substituting t− t1 for t2:

{
v◦ = S1

t1
− a1t1

2

S1

t1
= S2

t−t1
− a2(t−t1)

2
− a1t1

2
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Rearranging the second equation yields:

t31 + t21
2a2 − a1

a1 − a2

t + t1
2S2 + 2S1 − a2t

2

a1 − a2

− 2S1t

a1 − a2

= 0

The roots of this equation can by found by using the standard cubic equation solutions

formulae (see the function cubic(a,b,c) of file pipico.f below). Care should be taken to

choose the proper root. Also, if using a computer program to calculate the final root values,

the error will be minimized if the answer is calculated in units of t◦ (time-of-flight of zero

momentum recoil), i.e., making the substitution t1 = xt◦, and then solving for x. The

FORTRAN function below takes care of all of these nuances. The function also can be used

for calculation of the electron initial velocity in a time-focussing spectrometer.

After the value of t1 is found from v◦ by using the top equation from F.5, the initial

velocity of the second recoil is given by v◦m1
m2

. Given the initial velocity, the calculation of

the time-of-flight for the second recoil is trivial. Figure F.1 shows the PIPICO spectrum with

all the breakup channels fitted with the curves generated by the function pipico(tof,. . . ) for

different recoil masses.

file t1t2.f

function t1t2(tof,mu1,mu2,qu1,qu2,dist,field,shift)

real tof, mu1, mu2, qu1, qu2, shift, dist, field

real x, xshift, yshift, m1, m2, q1, q2, z, s, E

c print *,dist,field,shift
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Figure F.1: C2H6 PIPICO With Analytical Curves.
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E = field*100.

s = dist/100.

xshift=shift*sqrt(mu1/qu1)

yshift=shift*sqrt(mu2/qu2)

m2=mu1*1.661E-27

m1=mu2*1.661E-27

q1=qu1*1.60322E-19

q2=qu2*1.60322E-19

x=(tof-xshift)*1.E-9

c x=(tof/shift)*1.E-9

if(m1.eq.m2.and.q1.eq.q2)then

t1t2 = 2*s*m1/(q1*E*x)

else

z=s*m1/(q2*E*x)-q1*x/(2.*q2)

t1t2=z+sqrt(2.*s*m2/(q2*E)+z**2)

endif

t1t2=(t1t2*1.E9 + yshift)

c t1t2=t1t2*1.E9*shift

end

file pipico2.f

function pipico2(tof,mu1,mu2,qu1,qu2,dist1,F1,dist2,F2,sh)

implicit none

real tof, mu1, mu2, qu1, qu2, shift, dist1, dist2, F1, F2, sh

real m1, m2, q1, q2, z, s1, E1, s2, E2, pipico2

real a1, a2, v1, v2, t, t1, t2 ! derived

double precision cubic ! function

c real cubic ! function

c real time

c print*,dist1,f1,dist2,f2,sh

E1 = F1*100. ! to get v/m

s1 = dist1/100. ! to get m

189



E2 = F2*100. ! to get v/m

s2 = dist2/100. ! to get m

m1=mu1*1.661E-27

m2=mu2*1.661E-27

q1=qu1*1.60322E-19

q2=qu2*1.60322E-19

a1 = E1*q1/m1 ! acc. first ion, first region

a2 = E2*q1/m1 ! acc. first ion, second region

t=(tof-sh)*1.E-9

t1 = cubic(t*(2*a2-a1)/(a1-a2),

* (2*s1+2*s2-a2*t*t)/(a1-a2),t*2*s1/(a2-a1))

c print *,’t’,t,t1

v1 = s1/t1-a1*t1/2

v2 = -m1*v1/m2

c print *,’v’, v1,v2,a1,a2,s1,s2

a1 = E1*q2/m2 ! acc. second ion, first region

a2 = E2*q2/m2 ! acc. second ion, second region

t2 = (sqrt(v2*v2+2*a1*s1+2*a2*s2) - sqrt(v2*v2+2*a1*s1))/a2

* + (sqrt(v2*v2+2*a1*s1)-v2)/a1

pipico2=(t2*1.E9 + sh)

c print *,t2,pipico2

end

C****************************************************************

double precision function cubic(a,b,c)

c the real root of the cubic equation with coefficient 1,a,b,c

C****************************************************************

c MAKE SURE TO CHOOSE THE RIGHT ROOT IN CASE OF 2 OR 3 REAL

implicit none

real a, b, c

double precision n, aa, bb, cc, q, r, d, s, t, z, z2, z3, PI

PI = 3.14159265359

c print *, a, b, c

n = EXP(((log(sqrt(a*a))+2*log(sqrt(b*b))

* +3*log(sqrt(c*c))))/14.)

aa = a/n

bb = b/n**2

cc = c/n**3

c print *, ’*’, n, aa, bb, cc

q = (3.*bb-aa*aa)/9.

r = (9.*aa*bb-27.*cc-2.*aa*aa*aa)/54.
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d = q*q*q + r*r

c print *,q,r,d

if(d.le.0.)then

t = acos(r/sqrt(-q*q*q))

z3 = 2.*sqrt(-q)*cos(t/3.) - aa/3 !real root #1 right most

z2 = 2.*sqrt(-Q)*cos((T+2.*PI)/3.) - aa/3.; ! real root #2

z = 2.*sqrt(-Q)*cos((T+4.*PI)/3.) - aa/3.; ! real root #3 same if D=0

c print *,’all real’, n*z, n*z2, n*z3

else

if(r+sqrt(d).gt.0.) then

s = (R+sqrt(D))**(1./3.)

else

s = -(-R-sqrt(D))**(1./3.)

endif

if(r-sqrt(d).gt.0.) then

t = (R-sqrt(D))**(1./3.)

else

t = -(-R+sqrt(D))**(1./3.)

endif

z = s + t - aa/3.

endif

cubic = z*n

end
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Appendix G

Fitting Photo-Electron Angular
Distribution

Fitting Function Form

The form of the fitting function used for extracting the complex amplitudes can be

obtained from the simplified treatment of the photo-effect phenomenon in

molecules.

C

CX

Y

Z Pe

�

'θ θ

ϕ

The standard approach is to treat the prob-

lem using perturbation theory. In the electric

dipole approximation the cross section for the

photoionization process is proportional to the

square of the transition matrix element —

〈ψb|ε̂ · r̄|ψa〉2 — for a transition from the ground

state (of the core electron in this case) to a continuum wave function. ψb and ψa are the

final and the initial states of the electron, respectively. In the body-fixed-frame coordinate

system the electric dipole operator for linearly polarized light with polarization direction in
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the XZ plane can be rewritten as

(
4π

3

)1/2 (
Y 0

1 (r̂) cos θ′ + 1/
√

2 · (Y −1
1 (r̂)− Y 1

1 (r̂)
)
sin θ′

)
r (G.1)

where θ′ is the longitudinal angle of the polarization direction. Since the molecular potential

is cylindrically symmetric, m is a good quantum number and the initial state of the k-shell

orbital, from which the electron is removed, in general can be expanded as

ψa =
∞∑

l=0

Ral(r)Y
0
l (r̂) (G.2)

The final state of the ejected photoelectron is a continuum wavefunction ψ
(−)
p (r̄) con-

structed in such a way that in the asymptotic region of large r it represents the superposi-

tion of the plane wave propagating in the direction of the photoelectron momentum p and

a converging spherical wave. It is convenient to first present this function as (see expression

(5) of [14])

ψ(−)
p =

1√
p

∑

l,λ

Fplλ(r̄)i
le−iηl(Y λ

l (p̂))∗ (G.3)

where ηl are the Coulomb phase shifts. The functions Fplλ(r̄) do not depend on the direction

of the electron momentum p and are the complex conjugate of solutions of the following

Schrödinger equation multiplied by a constant factor — Fplλ(r̄) = Clλ · ψ∗plλ(r̄)

(
p2

2
+∇2 − U(r̄)

)
ψplλ(r̄) = 0 (G.4)

where U(r̄) is the “frozen” potential seen by the photoelectron due to the nuclei and N − 1

electrons of the molecule. By going to the asymptotic region of high r this potential can be
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replaced by a central potential. The ψ
(−)
p will become

1√
p

∑

l,λ

Clλi
le−iηlRpl(r)Y

λ
l (r̂)(Y λ

l (p̂))∗ (G.5)

where Rpl(r) are the radial functions that are solutions of the asymptotic Schrödinger equa-

tion

1

r2

d

dr

(
r2dRpl(r)

dr

)
+

(
p2 − l(l + 1)

r2
− 2u(r)

)
Rpl(r) = 0, where u(r) = lim

r→∞
U(r̄) (G.6)

On the other hand this asymptotic form should be given by a superposition of the plane

wave and the converging spherical wave

eik̄·r̄ +
f(k, θr)

r
e−ikr ; where k̄ =

p̄

~
, or just k̄ = p̄ in a.u. (G.7)

It can be shown (see section 123 of [44] for example) that by setting these two forms equal

to each other the values of Clλ can be found to be simply 4π.

Another look at equation G.4 can reveal other important properties of functions ψplλ(r̄).

The potential U(r̄) for the linear molecule can be rewritten as U(r, θr) if the Z axis is taken

to be along the molecule, which means that the projection of the angular momentum on the

Z axis is a good quantum number and the solution of equation G.4 can be represented by

ψplλ(r̄) = Ψplλ(r, θr) · Φλ(φr) where Φλ(φr) = eiλφ/
√

2π. Now that function Ψplλ(r, θr) does

not depend on angle φr it can be expanded in terms of Legendre polynomials:

ψplλ(r̄) = Φλ(φr)
∑

l′
Cplλl′Rpλl′(r)Pl′(cos θr) (G.8)

where Cplλl′ are some constants and Rpλl′(r) are some radial functions. The final form of the
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ψ
(−)
p can now be written as

ψ(−)
p =

4π√
p

∑

l,λ

ile−iηl(Y λ
l (p̂))∗Φλ(φr)

∑

l′
Cplλl′Rpλl′(r)Pl′(cos θr) (G.9)

Finally, note that if the molecule is symmetric, i.e., U(r, θr) = U(r, π − θr) than the

wavefunctions ψplλ(r̄) in G.8 should have a definite symmetry too. This means that expansion

G.8 can have only odd or only even Legendre polynomials. To satisfy the asymptotic form

of the final electron state given by G.7 (see (123,9) of [44]) the function ψ
(−)
p should be given

by

ψ(−)
p =

4π√
p

( ∑

even l,λ

ile−iηl(Y λ
l (p̂))∗Φλ(φr)

∑

even l′
Cplλl′Rpλl′(r)Pl′(cos θr) +

+
∑

odd l,λ

ile−iηl(Y λ
l (p̂))∗Φλ(φr)

∑

odd l′
Cplλl′Rpλl′(r)Pl′(cos θr)

) (G.10)

i.e., the symmetry of the Y λ
l (p̂) should be matched by the symmetry of the ψplλ(r̄) since in

the asymptotic region their product becomes Rpl(r)Y
λ
l (r̂)(Y λ

l (p̂))∗ (see expression G.5).

Now by substituting G.9 (or G.10), G.2 into the formula for transition matrix element

gives:

〈ψ(−)
p |ε̂ · r̄|ψa〉 =

4π√
p

∑

l,λ

ilY λ
l (p̂)

(
dz

lλe
iδlλ cos θ′ + dx

lλe
iδlλ sin θ′

)
(G.11)

where

〈ψplλ(r̄)
∗|x|ψa〉 = dx

lλe
iτlλ , 〈ψplλ(r̄)

∗|y|ψa〉 = dy
lλe

iτlλ , 〈ψplλ(r̄)
∗|z|ψa〉 = dz

lλe
iτlλ (G.12)

and τlλ is the short range phase shift and δlλ = τlλ + ηl is the total phase shift. The term

〈ψplλ(r̄)
∗|y|ψa〉 is not present in the case of linearly polarized light due to the choice of the

specific coordinate system, but is present in the case of circularly polarized light — see below.
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The more explicit form of the dz
lλ exp (iτlλ) is given by

dz
lλ exp (iτlλ) =

∫
Φ∗

λ(φr)
∑

l′
C∗plλl′Rpλl′(r)Pl′(cos θr)Y

0
1 (r̂)

∑

l′′
Ral′′(r)Y

0
l′′(r̂)dr̄ =

=
∑

l′

∑

l′′

√
2l + 1

2
C∗plλl′

∫
Φ∗

λ(φr)Φ0(φr)Φ0(φr)dφr×

×
∫
Rpλl′(r)Ral′′(r)r

2dr

∫
Pl′(cos θr)P1(cos θr)Pl′′(cos θr)d(cos θr) =

=
∑

l′

∑

l′′

√
2

2l + 1
C∗plλl′

∫
Rpλl′(r)Ral′′(r)dr δλ0 δl′(l′′±1)

(G.13)

A similar result can be obtained with the second part of electric dipole operator (G.1)

corresponding to x ∝ Y −1
1 (r̂) − Y 1

1 (r̂). The δλ0 in the result G.13 ensures that the only

Y λ
l (p̂) contributing in transition element G.11 (due to Y 0

1 ) are with λ = 0 and λ = ±1 (due

to Y ±1
1 ); this is also used here to drop the x, y and z superscripts so that dl0 := dz

l0 and

dl1 := dx
l1 = dy

l1. Expression G.11 can be simplified as

〈ψ(−)
p |ε̂ · r̄|ψa〉 =

4π√
p

∑

l

il
(

Y 0
l (p̂)dl0e

iδl0 cos θ′ +
Y −1

l (p̂)− Y 1
l (p̂)√

2
dl1e

iδl1 sin θ′
)

=

=
∑

l

(
Y 0

l (p̂)Al cos θ′ + (Y −1
l (p̂)− Y 1

l (p̂))
Bl√

2
sin θ′

) (G.14)

where all the constant factors have been put into Al and Bl, i.e., ildl0 exp (iδl0)4π/
√

p = Al

and ildl1 exp (iδl1)4π/
√

p = Bl

In the case of a diatomic heteronuclear molecule such as CO all values of angular mo-

mentum are present in the initial state of the electron. Thus the equation for the general

form of the differential cross section is

d 2σ

dkdΩ
∝

∣∣∣∣∣
∑

l

(
Al(k)Y 0

l (k̂) cos θ′ +
Bl(k)√

2

(
Y −1

l (k̂)− Y 1
l (k̂)

)
sin θ′

)∣∣∣∣∣

2

(G.15)

For symmetric molecules that have a definite parity the gerade and ungerade initial states

can be separated. The δl′(l′′±1) in (G.13) shows that the electric dipole transition is only
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possible between the states with opposite symmetry, i.e., the only transitions possible are

g → u or u → g and they do not couple with each other. It follows that in case of a gerade

initial state, which has contributions only from the even spherical harmonics, the final state

will be of ungerade symmetry and have only odd l values.

d 2σ

dkdΩ

∣∣∣∣
g

∝
∣∣∣∣∣
∑

lodd

Al(k)Y 0
l (k̂) cos θ′ +

∑

lodd

Bl(k)√
2

(
Y −1

l (k̂)− Y 1
l (k̂)

)
sin θ′

∣∣∣∣∣

2

similarly the result is obtained for the ungerade initial state

d 2σ

dkdΩ

∣∣∣∣
u

∝
∣∣∣∣∣
∑

leven

Al(k)Y 0
l (k̂) cos θ′ +

∑

leven

Bl(k)√
2

(
Y −1

l (k̂)− Y 1
l (k̂)

)
sin θ′

∣∣∣∣∣

2

If the initial state of the electron cannot be resolved the contributions of both cross sections

should be added incoherently

d 2σ

dkdΩ

∣∣∣∣
sym

∝
∣∣∣∣∣
∑

lodd

Al(k)Y 0
l (k̂) cos θ′ +

∑

lodd

Bl(k)√
2

(
Y −1

l (k̂)− Y 1
l (k̂)

)
sin θ′

∣∣∣∣∣

2

+

+

∣∣∣∣∣
∑

leven

Al(k)Y 0
l (k̂) cos θ′ +

∑

leven

Bl(k)√
2

(
Y −1

l (k̂)− Y 1
l (k̂)

)
sin θ′

∣∣∣∣∣

2
(G.16)

The cross section for the case of the circular polarization can be similarly obtained by

starting with the appropriate form of the electric dipole operator given by

ε̂ · r̄ =
1√
2
(±ê1 − iê2) · r̄ =

1√
2

(± (ẑ cos θ′ + ŷ sin θ′)− ix̂) · r̄ =

=
1√
2

(
4π

3

)1/2 (
±Y 0

1 (r̂) cos θ′ ± i√
2

(
Y 1

1 (r̂) + Y −1
1 (r̂)

)
sin θ′ − i√

2

(
Y −1

1 (r̂)− Y 1
1 (r̂)

))
r

where the ± sign corresponds to the handedness of the photon. The body-fixed coordinate

system in this case is chosen according to the following sketch.
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Here the polarization plane passes through the X axis and at the angle θ′ with respect to

the Z axis.

After repeating the same procedure with the above electric dipole operator the general

form of the cross section for the diatomic heteronuclear molecule yields

d 2σ

dkdΩ
∝ 1

2

∣∣∣∣∣
∑

l

Al(k)Y 0
l (k̂) cos θ′+

+ i
∑

l

Bl(k)√
2

((
Y −1

l (k̂) + Y 1
l (k̂)

)
sin θ′ ±

(
Y −1

l (k̂)− Y 1
l (k̂

))∣∣∣∣∣

2 (G.17)

or for the symmetric molecule

d 2σ

dkdΩ

∣∣∣∣
sym

∝ 1

2

∣∣∣∣∣
∑

lodd

(
Al(k)Y 0

l (k̂) cos θ′+

+
∑

lodd

i
Bl(k)√

2

((
Y −1

l (k̂) + Y 1
l (k̂)

)
sin θ′ ±

(
Y −1

l (k̂)− Y 1
l (k̂

)))∣∣∣∣∣

2

+

+
1

2

∣∣∣∣∣
∑

leven

(
Al(k)Y 0

l (k̂) cos θ′+

+
∑

leven

i
Bl(k)√

2

((
Y −1

l (k̂) + Y 1
l (k̂)

)
sin θ′ ±

(
Y −1

l (k̂)− Y 1
l (k̂

)))∣∣∣∣∣

2

(G.18)
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One factor that can cause higher m values to appear in the final cross-section form is

the nonlinearity of the molecule, for example in the case of C2H4 and C2H6 molecules. Since

there is no symmetry with respect to the rotation about the Z axis, m is not a good quantum

number anymore. Thus the expansion of the initial core electron state G.2 should also be

summed over different values of m. For these configurations the final state of the residual

molecule can also have nonzero angular momentum along the Z axis due to the rotation of

the sticking–out hydrogen atoms. It follows from angular momentum conservation that the

photo-electron should thus be carrying out an angular momentum equal and opposite (±

the photon angular momentum) to the angular momentum of the molecule, which can have

any value and not just 0;±1.

In the analysis of the C2H4 molecule the potential was approximated by the cylindrically

symmetric one, e. i., treated as if the molecule were linear. The formula G.16 was considered

sufficient to obtain quantitatively reasonable results. This assumption is also supported by

the acceptable results of the fitting procedure, see figures 3.30–3.38.

Ambiguity of the Spherical Harmonics Fitting Results.

The results obtained by fitting the experimental photo-electron angular distributions

with the function form G.15 were found not to be unique. To understand the source of this

ambiguity it is convenient to expand the square in G.15 and rewrite it in the form

2lmax∑

l=0

(
ClPl(cos θ) cos2 θ′ + BlPl(cos θ) cos φ sin 2θ′ + DlPl(cos θ) cos2 φ sin2 θ′

)
(G.19)

which is similar to the functional forms used in [13–15]. In this representation parameters
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Cl’s, Dl’s, and El’s corresponding to the experimental distributions should be unique since

they are contributions of the independent orthogonal functions of θ, φ, and θ′. These param-

eters are in turn second-order functions of Al’s and Bl’s of G.15. Expression G.19 is not an

appropriate fitting function form, however. From the comparison of functional forms G.15

and G.19 it can be seen that the number of parameters Cl’s, Dl’s, and El’s is larger than

that of Al’s and Bl’s for a given number lmax, i.e., Cl’s, Dl’s, and El’s are not completely

independent.

After solving the equations that relate Cl’s, Dl’s, and El’s with Al’s and Bl’s exactly, the

following conclusions were made:

1) In case of non-symmetric linear molecule (e.g., CO) for each set of values for Al’s and

Bl’s there are another three sets that yield identical values for Cl’s, Dl’s, and El’s. One is

just the complex conjugate of the first set, the other two correspond to sign flip of the relative

phase between the σ and π cross sections and can be eliminated by fitting the experimental

data obtained in the case of circular polarization. In either case all four sets should give the

same absolute values of the spherical harmonic amplitudes and only differ by values of their

phases.

2) In case of symmetric linear molecule (e.g., N2, C2H2, C2H4) the two contributions

(gerade and ungerade — see formula G.16) to total cross sections are both even functions

of cos θ and are not, in general, independent. Thus for any set of values of Al’s and Bl’s

an infinite number of different sets can be found, each resulting in the same values of Cl’s,

Dl’s, and El’s. The use of the data obtained in the case of circular polarization eliminates
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most of these sets so that only a finite number of them remain valid. However, the values of

Al’s and Bl’s in these remaining sets can be, in general, sufficiently different to make even

the absolute values of the spherical harmonic amplitudes vary appreciably from set to set.

The number of these sets, although finite, goes up with the value of lmax which truncates

the expansion in G.19 or G.15.

It was also found that the best least square fit of the experimental data does not nec-

essarily correspond to the unique set of Cl’s, Dl’s, and El’s either. The χ2 of the fit is a

function of the high number of fitting parameters and can have a lot of local minima in the

corresponding n-dimensional space. For a sophisticated fitting function form the value of

χ2 in one of these local minima can be very close to the one corresponding to the true best

fit. This difference can be within the finite error bars of the experimental data and thus

absolutely inconclusive. This can result in non-unique values of the fitting parameters even

for the analysis of the CO molecule.

Tables G.1 and G.2 present two sets of C2H4 angular distribution fitting parameters

obtained for different initial values. The second set also has the d-wave σ cross-section

contribution fixed at zero.
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Appendix H

Plotting the Experimental Angular
Distributions in the Case of Linear
Polarization

The angular distributions of the photoelectrons are usually presented as a function of two

variables θ and θ′. These are the angles between the electron momentum and the molecular

axis, and between the molecular axis and the X-ray polarization direction, respectively.

Planar polar plots of these angular distributions provide a means to visualize the underlying

three dimensional ones. The dependence of f(θ, φ, θ′) on the photoelectron azimuthal angle

φ is usually dropped by choosing the orientation when φ = 0◦ (or φ = 90◦ in case of the

circularly polarized light). Figure 3.1 shows the distribution fl(θ, θ
′) as a two dimensional

plot. Another reason why the two-dimensional representation of the linear polarization data

is sufficient is that the information obtained from events with φ 6= 0◦ is redundant. In this

appendix it will be shown how to sort these events to accomplish their proper projection into

the φ = 0◦ plane. This procedure greatly increases the statistics and enhances the quality of

the resulting distributions.
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θ (degree)

θ′ (degree)

Figure H.1: fl(θ, θ
′) for the 302eV X-rays on the C2H4 Molecule.
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The trivial starting point in producing the electron angular distribution for φ = 0 is to

confine the analysis to a single plane (XZ plane of the laboratory frame (see fig. 2.5), for

example). In this case a gate condition is set to require that the electron and the molecule

lie in that plane, i.e., the electron and recoil momentum components perpendicular to this

analysis plane are less than a certain small fraction of the total momentum value. This

accepts particles from a finite solid angle around this plane to ensure that statistics in the

resulting distributions are still appreciable. The angles between different particles in this

plane can be calculated by measuring the angle between the projections of their momenta

onto the plane. In spite of the fact that these projections are very close to the actual total

momentum vector (due to the gate discussed above) the use of the total momentum vectors

would treat the situations with small angles between the molecule and the polarization

direction unfairly and would create artificial dips in the angular distributions. The resulting

number of counts in such a limited analysis would be proportional to the value of the allowed

solid angle squared. This is clearly not the most efficient procedure since in general it discards

well over 90% of the collected data.

For example, if the analysis plane is defined by the polarization axis (which coincides

with the X-axis of the laboratory frame) and the molecular orientation (that can be in

any direction), the bins1 of the 2d histogram that represents the function f(θ, θ′) should be

incremented not by 1 every time one gets a hit but by 1/ sin θ′ to normalize the function to the

solid angle of the molecular orientation direction. Another identically set up 2d histogram

1The bins of the corresponding histograms were taken to be of uniform size if measured in units of angle —
either degrees or radians.
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is always incremented by the square of the above weight value. When the analysis of the

whole data set is complete this second histogram represents the array of squares of the error

bars for function f(θ, θ′). The main part of the histogram f(θ, θ′) has much better statistics

compared to the case of a single plane. This is achieved at the expense of large error bars for

θ′ ' 0 (region of the smallest solid angle) due to the nature of the 1/ sin θ′ weight function.

A more sophisticated analysis can be performed to obtain σ and π cross sections with

higher statistics and even their relative phase information in the case of the linear polarization

if the general form of the cross section is given by formulae G.15 or G.16. As a matter of

fact these formulae can be relaxed even further and the analysis will still work. As long as

the differential cross section has the form2:

|A(θ) cos θ′ + B(θ) sin θ′ cos φ|2 (H.1)

all parts of the following analysis should work just as well. Here the functions A(θ) and B(θ)

are some arbitrary complex functions of θ (θ, θ′, and φ are the same angles as in G.15, G.16,

or 3.1). It is clear that σσ ∝
∫ |A(θ)|2 sin θdθ and σπ ∝

∫ |B(θ)|2 sin θdθ and after integration

of H.1 over Ω and Ω′ one gets the total cross section σtotal = σσ + σπ.

The idea behind the technique is to use all possible angles of electrons and molecular

orientations in the final result. The simplest way to do this is to integrate the differential

cross section H.1 over φ:

∫ 2π

0

|A(θ) cos θ′ + B(θ) sin θ′ cos φ|2 dφ = 2π |A(θ) cos θ′|2 + π |B(θ) sin θ′|2

2It is trivial to show that all the derivations will also work for the more general cross-section form given
by

∑
i |Ai(θ) cos θ′ + Bi(θ) sin θ′ cosφ|2.
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That means if one sorts all the data into a two dimensional histogram (with the weight

function 1
| sin θ sin θ′|) according to the values of θ and θ′, ignoring the value of φ, one will

get the above function of two variables. The only disadvantage of this approach is that it

completely loses the relative phase information between A(θ) and B(θ) functions.

The way to preserve the phase information and still use all the data involves the sorting

of data into a two dimensional histogram as before but by using a special weight function

that now depends on φ. Before this function is obtained let us consider a much simpler case

first to prepare the ground for the similar but more involved derivation.

Suppose that some distribution ∂N
∂Ω

is measured and suppose that this distribution is

independent of azimuthal angle φ so that the solid angle differential can be written as dΩ =

d(2π cos θ). The standard approach is to sort the data with the unity weight function into

the histogram with the bins defined by ∆Ω ∝ ∆(cos θ) =const. That way the resulting ∂N
∂Ω

distribution is plotted as a function of Ω or cos θ. Sometimes it is needed to have this function

plotted as a function of θ, that is with bins defined by ∆θ =const instead of ∆(cos θ) =const.

For example, when the data are represented in the form of a polar plot it is more convenient

if the points are plotted every 5 or every 10 degrees. The following reasoning shows how to

sort the data to obtain the ∂N
∂Ω

distribution as a function of θ.

∂N(Ω)

∂Ω
∝ ∆N

∆ cos θ

∣∣∣∣
exper. data

⇒ ∂N(Ω)

∂Ω
∆ cos θ ∝ ∆N

∣∣∣∣
θ: cos θ∝Ω

⇒

⇒ ∂N(Ω)

∂Ω
sin θ∆θ ∝ ∆N

∣∣∣∣
θ: cos θ∝Ω

⇒ f(θ) :=
∂N

∂Ω

∣∣∣∣
Ω∝cos θ

∝ ∆N

∆θ

1

sin θ

∣∣∣∣
exper. data
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which means that whenever a hit appears in the range θ ±∆θ/2 (with a constant value of

∆θ) the appropriate channel of the histogram should be incremented by 1/|sinθ| and not

just by 1.

Now consider the cross section given by H.1:

1

sin θ sin θ′
∂3N

∂φ∂θ∂θ′
∝ 1

sin θ sin θ′
∆N

∆φ∆θ∆θ′

∣∣∣∣
exper. data

= f(θ, θ′, φ) =

= |A(θ) cos θ′ + B(θ) sin θ′ cos φ|2

The objective here is to sort all the data (including all values of φ) into the 2d histogram in

such a way that it represents the distribution given by the function g(x, y) such that:

g(θ, θ′) = f(θ, θ′, φ)|φ=0 = |A(θ) cos θ′ + B(θ) sin θ′|2

Let us start with the following, assuming some fixed value of φ first:

1

sin θ sin θ′
∆N

∆φ
= |A(θ) cos θ′ + B(θ) sin θ′|2 ∆θ∆θ′

Now let us change the θ and θ′ variables to x and y so that x = θ, cos y = cos θ′√
cos2 θ′+sin2 θ′ cos2 φ

and sin y = sin θ′ cos φ√
cos2 θ′+sin2 θ′ cos2 φ

. Then the above result could be rewritten as

1

sin θ sin θ′
∆N

∆φ
= |A(x) cos y + B(x) sin y|2 (

cos2 θ′ + sin2 θ′ cos2 φ
)
∣∣∣∣∣

∣∣∣∣∣
∂θ
∂x

∂θ′
∂x

∂θ
∂y

∂θ′
∂y

∣∣∣∣∣

∣∣∣∣∣ ∆x∆y ⇒

⇒ 1

sin θ sin θ′
(
cos2 θ′ + sin2 θ′ cos2 φ

) ∆N

∆φ

∂y

∂θ′
= |A(x) cos y + B(x) sin y|2

∣∣∣∣x=θ
y=h(θ′,φ)

∆x∆y

where

y = h(θ′, φ) =

{
arctan (tan θ′ cos φ) if cos θ′ > 0

π + arctan (tan θ′ cos φ) otherwise
⇒ ∂y

∂θ′
=

cos φ

cos2 θ′ + sin2 θ′ cos2 φ

208



so finally one gets

g(x, y)

∣∣∣∣x=θ
y=h(θ′,φ)

= f(x, y, 0)

∣∣∣∣x=θ
y=h(θ′,φ)

=

= |A(x) cos y + B(x) sin y|2 =
cos φ

sin θ sin θ′
(
cos2 θ′ + sin2 θ′ cos2 φ

)2

∆N

∆φ∆x∆y

∣∣∣∣x=θ
y=h(θ′,φ)

Thus the sorting process includes calculating the x and y coordinates for every hit (as

a function of corresponding θ, θ′, and φ) and incrementing the proper channel of the 2d

histogram by the weight equal to

∣∣∣∣∣
cos φ

sin θ sin θ′
(
cos2 θ′ + sin2 θ′ cos2 φ

)2

∣∣∣∣∣ (H.2)

This can be thought of as if the angular distribution in the plane determined by a given

value of φ is similar to the one with φ = 0 but shrunk along the θ′ = 90◦ direction according

to the value of cos φ. This sorting technique reverses this shrinking effect and rotates the

result to the φ = 0 plane.

In this experiment the validity of the use of this sorting was checked by comparing the

angular distributions obtained for different small segments of φ with each other and with

the result for φ = 0 plane. The distributions were found to be identical within the error

bars. This brings up the other advantage of using this formula. It is clear that since the

resulting distribution g(x, y) is independent of φ the weight function H.2 can be multiplied

by any function of φ (it cannot be a function of any other angle!!) to favor or to lower

the effect of a certain range of azimuthal angles. This will only affect the error bars of the

resulting distribution and will not change its shape. For example, the error bars on the π

part of the cross section (θ′ → 90◦) blows up for φ → 90◦ since the weight function becomes
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→
∣∣∣ 1
sin θ sin θ′ cos3 φ

∣∣∣. One might consider multiplying it by cos3 φ to compensate for this or even

setting the gate on the range of φ to exclude this case entirely.

As was mentioned above, this kind of data sorting3 is very error-prone, since it involves

first the calculation of all the original angles θ, θ′, and φ, and then their conversions to x

and y. All of that is done in some arbitrarily oriented system of coordinates. Many vector

products are involved; special attention must be paid to the signs of all the angles, etc. Thus

this part of the analysis should be performed with special care, and none of the details should

be ignored. ”Erroneous results are to be expected otherwise”.

3The FORTRAN code for the proper sorting procedure can be found in the folder “programs” of the
attached CD.
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Appendix I

Acetylene/Vinylidene Momentum
Picture Interpretation

The unusual character of the momentum plot obtained by assuming a 13/13 symmetric

breakup of acetylene, seen from the comparison of figures 3.13 and 3.14, can be explained by

the presence of mass 12 a.m.u. and 14 a.m.u. recoils in the spectrum as shown in the bottom

part of fig. I.1. The usual technique of separating the different recoil breakup channels by

gates on the PIPICO spectrum does not give very good results in this case because the total

mass of both recoils is equal to 26 a.m.u., the same as for mass 13-13 a.m.u. recoils. This

puts both of these channels right on top of each other in terms of the position along the

diagonal of the PIPICO spectrum (see fig. 4.1). The small ∆m=1 a.m.u. does not suffice

to separate these channels since the difference in curvature of the PIPICO stripes for CH+

+ CH+ and CH+
2 + C+ breakup is very small and can be seen only with a very high

spectrometer extraction field which would cause a very poor electron momentum resolution.

Thus the only spectra in which the presence of the vinylidene dication breakup is obvious

are the momentum plots.
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Figure I.1: Y vs X Momentum Plot of the Symmetric Molecular Breakup after k-shell
photoionization of Acetylene (top) and with the calculated positions for the different mass
recoils (bottom).
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To understand these shapes it is important to remember that the X momentum compo-

nent of the spectra in fig. I.1 is calculated from the time-of-flight of the particle, and the Y

component is calculated from the Y position on the detector as follows:

{
Px = Sm

t
− Eqt

2

Py = my
t

When these calculations were performed to obtain the momentum plots in fig. I.1 it was

originally assumed (mistakenly) that only mass 13 a.m.u. recoils were present. Let us

consider what happens when the recoil momenta are mis-analyzed due to the incorrect mass

assignments. Let P̄ and m be recoil ion’s momentum and mass and P̄ ′ and m′ be the

calculated ones with P ′
x, P ′

y and P ′
z being corresponding momentum components (S — is the

flight distance, E — spectrometer electric field, and q — recoil charge):

{
P ′

x = Sm′
t
− Eqt

2
= Sm

t
− Eqt

2
+ ∆mS

t
' Sm

t
− Eqt

2
+ ∆mS

t0

P ′
y = m′y

t
= m′

m
my
t

= m′
m

Py

⇒





P ′
x = Px + ∆mS

t
' Px + ∆m S

t0

P ′
y = m′

m
Py

P ′
z = m′

m
Pz

(I.1)

where the approximation was made for simplicity that t = t0 + ∆t ≈ t0 with t0 being the

peak position of the time-of-flight distribution. This is often the case because the spread

of the distribution is much smaller than the position of the peak ⇒ t0 À ∆t and thus t

in the denominator can be replaced by t0. Equation I.1 shows how the momentum sphere

calculated from the experimental data will be distorted if the wrong value of the mass is

used in the calculation.
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For example, if the value of the ∆m = m′ −m is positive or m′ > m then the momentum

sphere will be shifted towards the positive values of px by approximately ∆m/t0, and it is

stretched along the py and pz axes by a factor of m′/m, or in the case when m′ = 13 a.m.u.

and m = 12 a.m.u., by about 8% as shown in the schematics (P̄ represented by dashed lines,

and P̄ ′ — by solid curves). Similarly the case of m′ = 13 a.m.u. and m = 14 a.m.u. the

momentum sphere will get shifted by ∼ S/t0 in the negative direction of px and shrunk along

py and pz by about 8%.

If all three masses 12, 13, and 14 a.m.u. are present in the data the resulting momentum

spheres1 overlapping as shown in the bottom part of fig. I.1 by solid and dashed black lines

on top of the experimental data. The perfect agreement shows clearly that the strange

momentum spectra result from recoils of different mass (12 and 14) being mixed with the

main channel (13 plus 13).

1The slight difference in the kinetic energy release (see fig. 4.6) is also taken into account here when
calculating the positions of the circles corresponding to different masses.

214



Appendix J

Calculation Of C–C bond rotation in
the Isomerization Process

The calculation process covered in this appendix is quite long and tedious although

simple in principle. It will be presented in detail for the simplest case of symmetric C–H

bonds vibration and only the final analytical result will be given for different steps of the

proposed isomerization process.

C–C Bond Rotation in the Symmetric C–H Bending

The logical choice of the coordinate system is the one where the center of mass is at rest:

∑
i

mi ˙̄ri = 0

Taking the center of mass for the center of the coordinate system ensures that the angular

momentum of the system is constant in the absence of external torques and can be set to

zero for the purpose of this calculation. The position of the center of mass for the particular

case in hand is trivial and is always the mid point between two carbons. In general however

it might be a function of angles and bond lengths of the corresponding molecular ion and
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should be found from the following equations:

∑
i

mixi = 0 ;
∑

i

miyi = 0

α

β γ
b

b
a

2

3

4

1

1

12

12

1

y

x

In this particular case one has for the coordinates of the four nuclei the following:

{
x1 = − (

1
2
a cos α + b cos β

)

y1 = 1
2
a sin α− b sin β

;

{
x2 = −1

2
a cos α

y2 = 1
2
a sin α

{
x3 = 1

2
a cos α

y3 = −1
2
a sin α

;

{
x4 = 1

2
a cos α + b cos β

y4 = −1
2
a sin α + b sin β

Where a and b are the bond lengths and α and β are the corresponding angles to the

horizontal as shown in schematics. The angle γ = α + β is the angle between the C–C bond

and C–H bond. The final goal is to find α as a function of γ since that is the parameter that

usually describes the geometry of the ion structure.

Table J.1: Angle of the C–C Bond in Trans Bend Geometry of Acetylene Dication.
In all four cases α is calculated for γ = 51.7◦ see [37]

State 3Σ−
g

3∆g
1Σ+

g
1Ag

a 2.308Å 1.344Å 1.378Å 1.365Å

b 1.145Å 1.137Å 1.134Å 1.135Å

α .106 rad .208 rad .201 rad .2035 rad

216



Now the angular momentum conservation will come into play:

L(t) = const = 0 =
∑

i

r̄i ×
(
mi ˙̄ri

)
=

∑
i

mi (xiẏi − ẋiyi) =

=

(
−

(
1

2
a cos α + b cos β

)(
1

2
a cos αα̇− b cos ββ̇

)
−

−
(

1

2
a sin αα̇ + b sin ββ̇

)(
1

2
a sin α− b sin β

)
+

+ 12

(
−1

4
a2 cos2 αα̇− 1

4
a2 sin2 αα̇

))
2 =

= 2

(
b2β̇ − a2

4
α̇ +

1

2
cos (α + β)(β̇ − α̇)− 3a2α̇

)
=

=
(
2b2 + ab cos γ

)
γ̇ −

(
2b2 +

13

2
a2 + 2ab cos γ

)
α̇

where the masses of the nuclei were substituted as 1 a.m.u. and 12 a.m.u., also β̇ − α̇ was

replaced by γ̇ − 2α̇ in the final result. After the separation of the derivatives:

α̇ =
2b2 + ab cos γ

2b2 + 7.5a2 + 2ab cos γ
γ̇ ⇒

∫
dα =

∫
2b2 + ab cos γ

2b2 + 7.5a2 + 2ab cos γ
dγ

The final result after the integration is given by:

α =
γ

2
+

4b2 − 13a2

√
13a2 − 4ab + 4b2

√
13a2 + 4ab + 4b2

arctan

(√
13a2 − 4ab + 4b2

√
13a2 + 4ab + 4b2

tan
γ

2

)

Table J.1 gives the values of α calculated by means of the above formula for four different

sets of values of a and b parameters corresponding to the four lowest states of the acetylene

dication described in [37]. The averaging over these four states gives the final result α =

.180 ± .02 rad = 10.3◦ ± 1.14◦.
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C–C Bond Rotation During the Acetylene→Vinylidene Iso-

merization.

The isomerization process is assumed to proceed through a tangential hydrogen atom

motion. It first moves around the right carbon atom and when it gets about half way in

between the carbons it becomes attached to the left one and moves around it. At some point

the second hydrogen starts feeling the first one and they both are assumed to move to their

final location on the left carbon with the angle between them kept constant and equal.

α

β γ
b

b

a2

3

4
1 1

12

121 y

x

The first stage of the rearrangement gives the following result (see schematics for details

on the parameter definitions):

α =
γ

2
−

√
13 a(13a + 2b)√

169a2 + 48b2
√

13a2 + 4ab + 4b2
arctan

( √
169a2 + 48b2

√
13
√

13a2 + 4ab + 4b2
tan

γ

2

)

The resulting numerical values given for three different sets of parameters (see [37])

a 1.2164Å 1.3447Å 1.3905Å

b 1.0625Å 1.1366Å 1.1391Å

γ = π − acos( a
2b

) 2.1803 rad 2.2038 rad 2.2273 rad

α .2133 rad .2051 rad .1974 rad
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α
β

γ
b

b

a

2

3

4

1

1

12

121

y

x

The result for the C–C bond rotation in the second stage of isomerization is

α =
γ

2
−

√
6 a(7a + b)√

7a2 + 2ab + 2b2
√

42a2 + 13b2
arctan

(√
6

√
7a2 + 2ab + 2b2

√
42a2 + 13b2

tan
γ

2

)∣∣∣∣∣

γu

γd

The following table gives the results for the three already established states for γu = 61.97◦:

a 1.2164Å 1.3447Å 1.3905Å

b 1.0625Å 1.1366Å 1.1391Å

γd = acos( a
2b

) .9613 rad .9378 rad .9143 rad

α .00776 rad .008631 rad .009356 rad

α
βγ

b

b
a

2

3

4

1

1

12
12

1

y

x

const=η

The resulting formula for the third stage of the isomerization is

α =
γ

2
− η

4
− b2 cos η + 84a2 − 25b2

√
b4 cos2 η − 2b2(228a2 + 25b2) cos η + 7056a4 + 3912a2b2 + 625b4

×

× arctan

(√
b2 cos η + 24ab cos η

2
− 84a2 − 25b2

b2 cos η − 24ab cos η
2
− 84a2 − 25b2

tan
(γ

2
− η

4

))∣∣∣∣∣

γ=η/2

γ=0
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given that η = 118.03◦ the table of the numerical results is

a 1.2164Å 1.3447Å 1.3905Å

b 1.0625Å 1.1366Å 1.1391Å

α .21914 rad .20933 rad .20032 rad

The combined result of the above three steps of the isomerization process is given in table

J.2. The final value of the C–C bond rotation angle after the isomerization averaged over

the three listed states is given by 0.423± 0.013 rad = 23.8◦ ± 0.8◦.

Table J.2: Angle of the C–C Bond in the Vinylidene Dication (see [37]).

State 1Σ+
g (C2H2)

3Σ−
g (C2H

++
2 ) 1B1(H2CC++)

a 1.2164Å 1.3447Å 1.3905Å

b 1.0625Å 1.1366Å 1.1391Å

α .44019 rad .423041 rad .407116 rad
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